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The Advanced Photon Source Facility at Argonne National Laboratory

The Advanced Photon Source (APS) occupies an 80-acre site on the Argonne National Laboratory campus, about 25 miles from downtown Chicago, Illinois.

It shares the site with the Center for Nanoscale Materials and the Advanced Protein Characterization Facility.

For directions to Argonne, see http://www.anl.gov/directions-and-visitor-information.

The APS, a national synchrotron radiation research facility operated by Argonne for the U.S. Department of Energy (DOE) Office of Science, provides this nation’s brightest high-energy x-ray beams for science. Research by APS users extends from the center of the Earth to outer space, from new information on combustion engines and microcircuits to new drugs and nanotechnologies whose scale is measured in billionths of a meter. The APS helps researchers illuminate answers to the challenges of our high-tech world, from developing new forms of energy, to sustaining our nation’s technological and economic competitiveness, to pushing back against the ravages of disease. Research at the APS promises to have far-reaching impact on our technology, our economy, our health, and fundamental knowledge of the materials that make up our world.

Contact us

For more information about the APS or to order additional copies of this, or previous, issues of APS Science, send an email to apsinfo@aps.anl.gov, or write to APS Info, Bldg. 401, Rm. A4115, Argonne National Laboratory, 9700 S. Cass Ave., Argonne, IL 60439, or go to http://www.aps.anl.gov/Science/Reports/ to download PDF versions.

Visit the APS on the Web at www.aps.anl.gov
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On March 26, 2015, we paused to celebrate the 20th anniversary of first light from our facility, the U.S. Department of Energy Office of Science (DOE-SC) Advanced Photon Source (APS) at Argonne. Those first APS x-rays arrived by design 100 years (although not to the day) from Wilhelm Conrad Röntgen’s discovery of the x-ray. One remarkable aspect of Röntgen’s monumental achievement was the speed with which the x-ray was adapted to a vast array of uses, most scientific, a few not.

The evolution and proliferation of synchrotron x-ray user facilities has been equally remarkable. According to a recent Nature Photonics editorial (“Synchrotron sources accelerate,” Nat. Photonics 9, 281 [2015]), “there are 47 synchrotron radiation research facilities based on electron storage rings (some with more than one ring) in 23 countries currently in operation, under construction or being planned.” As Fig. 1 shows, industrialized nations have long realized that membership in the light-source community is a necessity. An effort is now under way to bring an x-ray light source to Africa, which is, as Nature Photonics points out, “the only habitable continent that is without a synchrotron source.”

The U.S. is a charter member of that light-source community. The first sighting of synchrotron radiation occurred in 1947 at the General Electric Research Laboratory in Schenectady, New York. The first synchrotron radiation experiment with an insertion device was carried out at Stanford University in 1953.

Today, on behalf of our nation, the DOE-SC Basic Energy Sciences (BES) Scientific User Facilities Division maintains a leadership role in synchrotron x-ray science by developing and supporting five complementary synchrotron radiation light source user facilities. The APS is one of those five, alongside the Advanced Light Source, the Linac Coherent Light Source, the Stanford Synchrotron Radiation Laboratory, and the new National Synchrotron Light Source-II.

Some examples of the frontier science produced by our users and the critical technological advances achieved by our staff follow this “Welcome.” Regrettably, space in this book does not allow for complete coverage of even a significant fraction of the excellent results APS users produce in a year, but more highlights can be found on our Web site at https://www1.aps.anl.gov.

Five new APS beamlines are in the final stages of commissioning and are readying to start accepting proposals for research from the General User contingent of our user community:

• At the higher-energy diffraction (COMPRES) beamline at 6-BM, operated by the X-ray Science Division (XSD) Materials Physics & Engineering Group, users can choose between a large-volume press for high-pressure energy-dispersive diffraction (EDD) experiments or general EDD with spatially resolved x-ray diffraction.
• The resonant inelastic x-ray scattering (RIXS) beamline at 27-ID-B, operated by the XSD Inelastic X-ray and Nuclear Scattering (IXNS) Group, will consolidate the RIXS program at the APS on one dedicated, state-of-the art insertion device beamline, offering superb energy resolution (20 meV to 30 meV) combined with advanced beam focusing, high photon flux, and a selection of extreme sample environments (high-P/low-T) for meaningful in situ experimentation.
• The intermediate energy x-ray beamline at 29-ID, operated by the XSD Magnetic Materials Group, is optimized to study emergent phenomena in correlated electron systems using angle-resolved photoemission spectroscopy and resonant soft x-ray spectroscopy.
• The Dynamic Compression Sector (DCS) at 35-ID, funded by the DOE National Nuclear Security Administration, is a first-of-its-kind facility designed to enable mechanistic understanding of condensed matter phenomena at extremes, dynamic loading conditions, and time-resolved multi-scale measurements in single-event experiments. Other notable improvements occurred on the x-ray source side of our facility:
• Next-generation fluorescence and Compton x-ray beam position monitors were installed and tested at beamlines 27-ID and 35-ID. Early results from tests at 27-ID were very good and further refinement of the designs are under way to simplify and enhance beam stability.
• The APS superconducting undulator (SCU1), which contains a longer magnet than the SCU0 prototype but in the same kind of cryostat, was installed at Sector 1. The SCU0, commissioned in 2013 at Sector 6, immediately began enabling excellent results for users of that beamline — see for instance, “Making Aperiodic Structure Crystal Clear,” APS Science 2013, pg. 32. (A revolver undulator prototype was completed for installation at DCS in January 2015. See page 180 of this book.)
- Beamline 30-ID-B, C, also operated by the XSD IXS Group, received new short-period, 1.72-cm-period insertion devices that double the incident flux, and substantially improve flux density, beam divergence, and stability for the high-energy resolution inelastic x-ray scattering instrument. This is having an immediate, significant impact on user operations at 30-ID; doubling the incident flux enables users to obtain publishable data sets within as little as one visit to the APS, instead of multiple visits.

- At gSecArS Sector 13, one of three sectors at the APS managed by the Consortium for Advanced Radiation Sources at the University of Chicago, the bending magnet beamline 13-BM-C is receiving a new diamond anvil cell to upgrade an already world-leading high-pressure research program.

Each year, the APS produces considerable software for data reduction, analysis, and simulation for x-ray imaging, scattering, and spectroscopy. An on-line catalog of both nascent and mature active software development efforts contains more than 20 on-going software development projects that have been documented through discussion of the scope of each code, how it is funded and distributed, and its impact and future development directions; additional projects are still being added.

2014 was also the year for the triennial review of the APS program by our sponsors in the BES Scientific User Facilities Division. The reviewers noted that, overall, the APS is doing well ("the accelerator Research and Development program...exhibits high quality and is well managed...There are a number of well-defined optics and detector development projects...the number of users and publications continues to grow every year,..." and accelerator performance was "stellar"). There were, of course, areas where we can, and will, improve in order to be efficient and effective in all aspects of our operation, and thus maximize both our users’ experience at the APS and the return on taxpayer funding of our program. High on the BES request list was submission of a strategic plan. That document, "The Advanced Photon Source Five-Year Facility Plan," is now online at www1.aps.anl.gov/The-Advanced-Photon-Source-Five-Year-Facility-Plan.

When we talk about the future of the APS, topic “A” is the proposed upgrade of our storage ring to a multi-bend achromat (MBA) lattice. Stuart Henderson, who leads the APS Upgrade Project, has more to say on this subject on the pages immediately following, so I will just note that this revolutionary accelerator technology can provide our users with an x-ray source of increased brightness that could reach three full orders of magnitude beyond that of the current APS. An MBA lattice can deliver a powerful, versatile, next-generation facility for users of high-brightness, high-energy x-rays.

The purpose of these APS Science highlight books is to look back at the past year’s achievements by our users and staff. But we always keep an eye on future research possibilities, just as we celebrated the first-light anniversary as a prelude to new opportunities on the horizon.

Stephen K. Streiffer
Argonne National Laboratory
Associate Laboratory Director, Photon Sciences; and Director, Advanced Photon Source
May 2015

This has been an exciting and productive year for the APS Upgrade Project. In the 11 months since I joined the Project, we have made tremendous progress toward our goal of building the ultimate 3-D x-ray microscope, opening new research frontiers for our users, and assuring continued U.S. leadership in the x-ray sciences.

This Project is critically important to the future of American science. The development of a new storage ring magnet lattice design—the multi-bend achromat (MBA)—will make it possible to transform the APS into a fourth-generation storage ring source that will provide orders-of-magnitude increases in brightness and coherence. The exceptional capabilities of the upgraded APS will offer researchers access to a new frontier of x-ray science, making it possible to map matter and dynamics across length scales—in real time, in 3-D, in macroscopic systems, in a single experiment.

The Upgrade will put the APS on the path to continued world leadership in hard x-ray science, creating a revolutionary scientific tool that will provide unparalleled brightness and spatial coherence at high energies. The potential impacts of these new capabilities will include the ability to observe and characterize individual structures as small as single atoms inside materials, making it possible to solve important problems in chemical catalysis, cell biology, environmental science, structural materials, and functional materials. The unprecedented coherent flux at high energies enabled by the MBA lattice will facilitate exciting new research techniques, such as coherent diffractive imaging with resolution approaching the x-ray wavelength, and photon correlation spectroscopy that promises to open new frontiers in dynamic studies. This new technology also will provide researchers with the highest possible spatial resolution over a broad temporal range, and with x-ray sensitivity to atomic structure and strain, elemental composition and chemical states, and electronic and magnetic structure.

It is no small task to undertake a Project of this magnitude. But over the past year, the APS-U team has done an amazing job of moving forward on all three vital and interconnected components of this Project: A credible technical concept, a robust and well-defined Project plan, and—most importantly—a visionary science case that will fully convey the transformative future impacts of the APS-U.

On the technical side, we’ve done some great work on the nuts and bolts of the Project. We have completed a draft of the Conceptual Design Report (CDR), a 440-page document that describes a full, coherent technical concept to meet the APS Upgrade Mission Need. The CDR includes all technical aspects of the project: Accelerator, front-ends and insertion devices, beamlines, storage ring removal and installation, utilities, and issues related to environment, safety, health & quality (ESH&Q.) Our new Machine Advisory Committee, chaired by Bob Hettel at SLAC, came to Argonne to review the CDR in February—despite a major snowstorm. They were extremely positive in their comments on the accelerator concept, and they agreed that our CDR is well advanced for a project at this stage.

As we move ahead on our technical plan, we are fortunate that we can draw on the expertise of colleagues around the world. In November, the 4th Diffraction Limited Storage Ring (DLSR) Workshop was held here at Argonne. The Workshop featured presentations by distinguished scientists at other synchrotron facilities around the world that are adopting multi-bend achromat (MBA) lattice technology, which will push the performance of high-energy storage rings towards the diffraction limit in the hard x-ray regime. MAX IV (Sweden) is well along in construction, SIRIUS (Brazil) is in the final design stages, and several other major facilities in Europe and Asia are at various stages of design. At the Workshop, it was instructive to hear our international and U.S. colleagues talk about their own approaches to the challenges we all are facing in the design, construction, commissioning and operation of MBA storage rings.

Our Project team has made great strides in refining APS-U’s scope, cost and schedule over the past months. The team is getting strong support from...
A thoughtful collaboration that brings together lead personnel from Argonne’s programmatic and mission support staff, alumni of similar projects in the National Laboratory complex, DOE Argonne Site Office staff, and our DOE-SC sponsors. To provide additional guidance as we move forward, Laboratory Director Peter Littlewood has convened a group of tremendously qualified leaders to serve on the APS-U’s Project Management Advisory Committee (PMAC) and provide expert guidance as we work together to launch the Upgrade, and execute the Project within budget and on schedule.

Our good efforts on the technical and Project fronts have been more than matched by the progress we are making with our science case, which is the heart of this Project. Our science team has put together a tremendous set of examples of ambitious science that will be enabled by the Upgrade’s high energy, brightness and coherence, and that demonstrate how crucial the Upgrade is to our nation’s scientific and economic competitiveness.

The Upgrade’s science case has benefited greatly from the work of Stefan Vogt, Group Leader for the Microscopy X-ray Science Division, who has become the APS’ Principal Science Advisor to the Upgrade Project, and Paul Evans, Professor of Materials Science and Engineering at University of Wisconsin, who is serving as a senior consultant on the Project. Stefan, Paul, and APS Director Stephen Streiffer have been engaging with leaders across the community to identify and develop some of the user community’s most exciting research ideas. Over the next year, they will be working with the full user community to expand and deepen our vision of the Upgrade’s revolutionary multidisciplinary impacts.

At this writing, we are working to organize a series of Science Planning workshops to identify some of the highest-impact early science opportunities that will be enabled by the Upgrade. The workshops are designed to focus on the wide range of science that the APS Upgrade will make possible. We expect these workshops to lead to a report, Early Science at an Upgraded Advanced Photon Source, that will help us document the Upgrade’s most exciting scientific opportunities and map out the high-level technical requirements necessary to pursue them.

To keep our user community up-to-date on our plans and progress, we have established the APS Upgrade Forum, a regular meeting to provide information and promote discussion around Upgrade topics of mutual interest to beamline scientists, accelerator and Project staff, and the larger scientific community. Associate Project Manager Dean Haeffner and Stefan Vogt are organizing these forums, which have become a useful mechanism for communication and discussion between the Upgrade team and our resident scientific community at the APS. The Forums have provided some good opportunities to connect with users, talk about our plans, and discuss their questions and concerns, and we look forward to continuing those conversations in the months to come.

Ultimately the success of the APS lies in the excellence and creativity of the researchers who have made it one of the most productive and successful scientific tools in the world. As we take the next steps in this important Project, our top goal is to work even more closely with our users to articulate and implement a clear, compelling long-term vision of the APS Upgrade and the revolutionary science it will make possible.

I encourage every member of our user community and staff to contribute energetically and creatively to this process, sharing your thoughts, concerns, expertise and ideas as we work together to achieve this vital Upgrade and keep the APS at the forefront of the world’s hard x-ray light sources. As this Project moves forward, we are counting on you to bring your best ideas and your most creative solutions to this shared enterprise.

Thank you.

Stuart D. Henderson
Argonne National Laboratory
Deputy Associate Laboratory Director,
Facility Development, Photon Sciences; and Director,
Advanced Photon Source Upgrade Project

The APS Upgrade Project is funded by the U.S. Department of Energy Office of Science under Contract No. DE-AC02-06CH11
Access to Beam Time at the APS

Five types of proposals are used at the APS: General User, Partner or Project User, Collaborative Access Team (CAT) member, CAT staff, and APS staff. All beam time at the APS must be requested each cycle through the web-based Beam Time Request System. Each beam time request (BTR) must be associated with one of the proposals mentioned above.

General User Proposals and BTRs

Proposals are peer reviewed and scored by a General User Proposal Review Panel, and time is allocated on the basis of scores and feasibility. A new BTR must be submitted each cycle; or each cycle, allocation is competitive. Proposals expire in two years or when the number of shifts recommended in the peer review has been utilized, whichever comes first.

Partner or Project User Proposals and BTRs

Proposals are peer reviewed by a General User Proposal Review Panel and reviewed further by a subcommittee of the APS Scientific Advisory Committee and by APS senior management. Although a new BTR must be submitted each cycle, a specific amount of beam time is guaranteed for up to three years.

CAT Member Proposals

Proposals from CAT members are typically much shorter and are reviewed by processes developed by individual CATs. Allocation/scheduling is determined by the CAT management.

CAT and APS Staff Member Proposals and BTRs

These proposals are also very short and are reviewed through processes developed by either the CAT or the APS. Each CAT/beamline determines how beam time is allocated/scheduled. Collaborative Access Team and/or APS staff may submit General User proposals, in which case the rules for General User proposals and BTRs are followed.

In addition to the above, the APS has developed a pilot industrial Measurement Access Mode (MAM) program to provide a way for industrial users to gain rapid access for one-time measurements to investigate specific problems. A MAM proposal expires after one visit.

The “APS User Information” page (https://www1.aps.anl.gov/Users-Information) provides access to comprehensive information for prospective and current APS users.
**APS SECTORS**: At the APS, a “sector” comprises the radiation sources (one bending magnet and nominally one insertion device, although the number of insertion devices in the straight sections of the storage ring can vary), and the beamlines, enclosures, and instrumentation that are associated with a particular storage ring sector. The APS has 35 sectors dedicated to user science and experimental apparatus. X-ray Science Division (XSD) sectors comprise those beamlines operated by the APS. Collaborative access team (CAT) sectors comprise beamlines operated by independent groups made up of scientists from universities, industry, and/or research laboratories.

**Key to the beamline descriptions that accompany each science highlight**: Beamline designation • Sector operator • Disciplines • Techniques • Radiation source energy • User access mode(s) • General-User status •
Electronic & Magnetic Materials
In the past, microelectronics were essentially a two-dimensional affair based upon flat integrated circuit chips connected to each other. Then, engineers opened up the third dimension, with integrated circuit chips stacked one atop another and joined electrically by vertical copper interconnects called through-silicon vias (TSVs) that passed completely through the silicon wafers (Fig. 1). But while such TSV technology allows denser circuit design with higher performance, it also increases susceptibility to the inevitable thermal fatigue that occurs in any physical system repeatedly subjected to fluctuating temperature extremes. To understand how thermal cycling leads to mechanical stresses and failure in TSVs, a team of investigators examined copper (Cu) TSVs with synchrotron-based x-ray micro-diffraction experiments carried out at the APS. Their work provides an important and previously unavailable in situ perspective into the fundamental effects of thermal cycling in copper TSVs.
Based on these experiments, the investigators from the National Institute of Standards and Technology, Argonne, and SEMATECH suggest that currently employed “keep-out zone” design rules should be modified to account for the observed evolution of these thermally-induced stresses over time, instead of merely accounting for only the static stresses present in newly-fabricated Cu TSVs.

While some previous studies have examined the reliability of Cu TSV interconnects after thermal cycling, no work had been published that experimentally related the built-up stresses (which are the underlying cause of failure in Cu TSVs) with the witnessed number of thermal cycles.

In this experiment, the researchers examined and compared Cu TSVs in an “as received” state (new and unused, without any thermal cycling except during the manufacturing process) with identical TSVs subjected to 1000 thermal cycles.

Utilizing their previously demonstrated measurement procedure, which includes a depth-profiler and three optimally positioned area detectors, the investigators achieved in situ determination of the full strain and stress tensors as a function of TSV depth.

Samples were studied at the XSD 34-ID-E beamline at the APS. The team subjected one TSV to thermal cycling that involved repeated heating and cooling from 30˚C to 150˚C. The x-ray micro-diffraction instrument on the 34-ID-E beamline provided depth-dependent data for stress characterization, along with information on lattice and crystallographic structure.

The stresses in the as-received Cu TSV sample were quite low, although they fluctuated somewhat along the TSV depth. The mean absolute hydrostatic stress in the sample was measured at 16 ± 44 mPa, a value attributed to stress relaxation resulting from storage at room temperature for nine months.

The TSV subjected to 1000 thermal cycles also displayed significant fluctuations in stress along its depth. However, the stresses were significantly greater, measuring an average of eight times higher at 123 ± 37 mPa. Significant differences were also measured in shear stresses between the as-received sample and the cycled TSV at different depths.

The as-received TSV showed a mean absolute shear stress of 28 ± 20 MPa with a maximum of 73 ± 19 MPa at a 32.5-µm depth, while the cycled TSV demonstrated a maximum shear stress of -118 ± 18 MPa at 22.5-µm depth, and a mean absolute shear stress of approximately 34 MPa. Differences in grain orientation coupled with the variation in the confinement of the TSV resulted in the depth-dependent stress fluctuations measured in both the as-received and cycled TSV samples.

The researchers cite strain hardening resulting from the entanglement of dislocations as the cause of the much higher stresses observed in the 1000-cycled TSV sample, which measured 353 ± 21 MPa at their maximum value in the center of the TSV.

The continued increase in dislocation density and entanglement caused by repeated thermal cycling will eventually lead to the formation of defects such as microscopic cracks and voids, which can result in structural weakness and failure as damage continues to accumulate. These researchers note that such repeated thermal cycling and damage in Cu TSVs will adversely affect the performance and lifespan of neighboring front-end-of-line devices. — Mark Wolverton
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34-ID-E • XSD • Materials science, physics, environmental science, geoscience • Microdiffraction, Laue crystallography, microbeam • 7-30 keV • On-site • Accepting general users
Earth-Crushing Pressure? This Electron Spin Doesn’t Care

To fully understand something, it is often instructive to view it at its extremes. How do materials behave when their bits are forced much closer together than is comfortable? How do electrons accommodate proximity? What normal behaviors break down? The highest pressure a nuclear submarine can safely experience is around 850 lbs per sq in. (psi), or nearly 6 million Pascals (Pa). Pressure washers spew out water at roughly five times this pressure, or 30 million Pa. Three-hundred miles below the surface of the Earth, in a part of the mantle called the transition zone, minerals are squeezed at an immense 15-billion Pa — enough to turn carbon into diamonds. This is the kind of intense environment that researchers working at the APS applied to GdSi, a compound of gadolinium (Gd) and silicon (Si) with the potential to be well-suited for computer memory and magnetic sensors. These results provide new information about the interplay between electron spin, charge, and atomic arrangement, and how a material’s magnetic properties change under extreme conditions.
While a diamond anvil cell bore down on the crystalline fleck, x-rays penetrated within, bouncing off of, ejecting, and energizing the material's component parts, and relaying back to the researchers information about the locations and states of its atoms and electrons.

Despite shrinking by one-seventh of its volume, the team discovered that GdSi's magnetism remained robust. This behavior was surprising. High pressure will often quench a magnet. But here, the electrons responded to the harsh conditions by forming a resilient superstructure —ideal behavior for digital memory that needs to withstand abuse.

Some computer memory is based on a concept called “giant magnetoresistance.” These devices consist of thin, alternating layers of magnetic and non-magnetic materials that interact such that changes in magnetic attraction and repulsion of one layer affect the electrical resistance in the next. Small magnetic fluctuations can create large electronic variations. In this way, digital information can be stored: electric signals change the characteristics of the magnetic material and when the user wants that information back, the magnetic material changes electron flow in the adjacent non-magnetic layer and the digital information is read back.

One of the challenges with memory storage is stability. Sometimes the thin layers of material do not match up, and this causes great internal stress. Heat adds another layer of instability. If these stresses change the magnetic material, information is lost. A material like GdSi, which retains its magnetism despite great stress, could make for very stable memory storage.

But what causes this behavior? It can be traced, in part, to a cooperative interaction between mobile electrons and localized spins. With high-sensitivity x-ray diffraction, the researchers examined both the atomic structure and the magnetic state of the GdSi crystal as it was squeezed from all sides (see the figure). Until recently, such direct magnetic tracking was nearly impossible and in fact, this is the first successful use of x-ray magnetic diffraction at such high pressures.

Previously, researchers had to rely on more indirect methods. Now, utilizing the high-brightness x-rays from the 4-ID-D x-ray beamline at the APS, the team could “watch” how the magnetic states evolved and compare their observations with theoretical calculations. Previous work had shown that these interactions should stabilize GdSi's magnetism, but now the researchers were able to prove that these effects remained under high pressure.

With experimentally sourced lattice information, the researchers in this study from Argonne; The University of Chicago; Los Alamos National Laboratory; the National Science Foundation; and Oak Ridge National Laboratory then calculated the structure of GdSi's electronic energy bands — the ranges of energy that an electron within the material may assume. These energy bands depend on many factors, including the location of atomic species, as well as the long-range atomic patterns (Fig. 1).

The researchers found that through the entire pressure range one dominant band flattened yet still persisted. This continuity likely benefited from the material's stable atomic structure — Gd atoms in hexagonal sheets, layered to form tubes surrounding paired Si atoms, a linear arrangement that translated into robust electronic bands. Each is connected: the lattice created a stable electron band, which together with stable local spins helped to maintain the material's robust magnetism despite immense pressure.

The interplay between electron spin, charge, and atomic arrangement is complex and not always fully understood. GdSi clearly has potential as a material well-suited to computer memory and magnetic sensors but beyond this, the ability to observe how a material's magnetic properties change under extreme conditions should promote more discoveries. Researchers now have a new window into the complex lives of electrons under stress.

— Jenny Morber
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< Fig. 1. X-rays from a synchrotron-based source are so brilliant that it is now possible to perform magnetic diffraction in a specially-designed, high-pressure diamond anvil cell at pressures above 15 GPa (circular inset). A sample’s magnetic nature is reflected in the modified polarization of the x-rays in both transverse directions. When applied to GdSi, the researchers were able to directly trace its antiferromagnetism over a large volume reduction of up to 1/7th of the original size (main figure). The magnetism was found to remain constant, while the pressure’s effect is reflected in the gradual change in the material’s band structure. The Fermi surface, which supports the formation of itinerant antiferromagnetism at ambient pressure, grows increasingly one-dimensional (to a sheet shape) under pressure (three inset panels). However, as long as it survives, magnetism does as well.
Ten years ago, a student in an undergraduate physics course would likely learn electron behavior in three basic material types: conductors, insulators, and semiconductors. But about five years ago, an exciting newcomer hit the physics spotlight – topological insulators. Topological insulators act like insulators on the interior, but conduct on the surface. To better understand these unique materials, an international team of researchers carried out experiments at the APS seeking answers to questions such as: Which compounds can exhibit topological states? And what, exactly, are the necessary conditions? A better understanding of the electron interactions that lead to topological states may help advance spintronics devices and practical quantum computing. Perhaps more importantly, studies like these give scientists another puzzle piece to a phenomenon many regard as one of the most exciting physics developments of this decade.
Unlike most materials, which are insulators or conductors through and through, topological insulators conduct only on the surface. These materials behave as if there is a strong magnetic field holding otherwise conducting electrons in place on the inside whose influence breaks up at the edges. Except there is no external magnetic field—the effect comes about from interactions between electrons’ orbital movements around the nucleus and their spin. It’s a little like a waltz. If electron spins match up just right with their orbital motion, they can “dance” around the outside, while electrons in the middle only spin and never move around.

To probe electron behavior, the researchers from IFW Dresden (Germany), the University of Toronto (Canada), Seoul National University (South Korea), the Max-Planck-Institut für Physik komplexer Systeme (Germany), the Joint Institute for Nuclear Research (Russia), POSTECH (South Korea), Argonne, and the Technical University Dresden (Germany) utilized inelastic x-ray scattering at XSD beamline 9-ID-B,C at the APS. (Supplementary high-resolution measurements using the MERIX spectrometer were carried out on XSD beamline 30-ID-B,C.) The research team employed the inelastic x-ray scattering technique, in which energy in the form of an x-ray photon kicks an electron up to a higher energy level, leaving a lower-level hole. A nearby electron falls down to fill the hole, and releases its own photon. By carefully recording the energy of the photons going into a material, and the energy of the photons coming out, researchers can develop an understanding of how the material’s electrons are arranged.

The team studied how electrons

in compounds that may form topological insulators fill their energy levels, and how these energy levels change as key elements change. Here the investigated compounds were of the form A₂Ir₂O₇, where A can be any of the lanthanide metal elements samarium (Sm), europium (Eu), lutetium (Lu), or transition metal yttrium (Y; Ir is iridium and O is oxygen.)

Topological states had been predicted in these compounds, but whether the materials actually exhibit the unique conducting behavior was unclear. In these materials, the strength of spin-orbit interactions matches well with that of the electron-electron interactions. The former give rise to topological states, while the latter are detrimental to them. It is a competition, and it was felt that the outcome hinged on distortions around small groups of atoms.

In A₂Ir₂O₇ compounds, the A atoms frame a hexagonal ring around each IrO₆ octahedron. Above and below are three additional IrO₆ octahedra (Fig. 1). Theory predicted that jostling and distortions of and among the O₆ ligand cages would determine topological phase behavior in such A₂Ir₂O₇ materials. Instead, the x-ray measurements and electronic-structure calculations showed that the influence from interactions across the extended three-dimensional networks of both A and Ir sites is much stronger (Fig. 2). It turns out that local ligand distortions don’t matter nearly as much as longer-range low-symmetry fields.

These results are not just relevant for the few compounds investigated here. The authors suggest that researchers may have underestimated longer-range electrostatics in numerous transition-metal series compounds. Failure to accurately predict topological states indicates that we do not yet fully understand them. Work such as this draws us closer to understanding and exploiting this exciting new topological state of matter. — Jenny Morber
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Fig. 2. Resonant inelastic x-ray scattering spectra of Y₁Ir₂O₇ and Eu₁Ir₂O₇ at the Ir L-edge. (The edge name depends on the core electron excited by the x-ray. Here, L-edge indicates 2p electrons.) Dashed curves are the result of fitting; vertical dashed lines show the results of electronic-structure calculations for the Ir 5d-edge level excitations. Two distinct spectral features, E₁ and E₂, in the range of 0.5-1 eV indicates significant deviations from cubic symmetry.
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Researchers carrying out experiments at the APS and at the Spallation Neutron Source at Oak Ridge National Laboratory have shed new light on how magnetic long-range order forms and remains stable despite the presence of disruptive quantum fluctuations. Since the material under study, SrCu$_2$(BO$_3$)$_2$ (SCBO), bears important similarities to layered Cu-O compounds that exhibit high-temperature superconductivity, the research may provide insights into this form of quantum magnets as well, which has eluded thorough understanding for nearly 30 years.

SCBO contains magnetic spins that derive from Cu$^{2+}$ ions sitting at the corners of square lattices on stacked, well-separated, two-dimensional sheets. The result is a network of Cu-Cu couplings of various strengths. Copper ions that are closest to one another on each atomic sheet are strongly bound together, forming dimers through exchange interactions. These Cu ion dimers experience inter-dimer couplings with nearest-neighbor dimers on the same sheet and with nearby dimers on adjacent sheets. The dimers give rise to a non-magnetic state at ambient pressure; however, it has been theoretically predicted that SCBO can be driven to an antiferromagnetic state by applying sufficient pressure.

SCBO is an experimental realization of an important theoretical model of how sheets of magnetic spins interact. Although the antiferromagnetically ordered phase was predicted, it had not been directly measured nor was there any insight into how a two-dimensional system could accommodate long-range order.

The researchers in this study, who are based at The University of Chicago, Argonne, the University of Bristol, Oak Ridge National Laboratory, and McMaster University, were able to observe the long-anticipated ordered phase using a new high-pressure single-crystal neutron scattering technique at the SNAP beamline of the U.S. Department of Energy’s Spallation Neutron Source at Oak Ridge National Laboratory.

The team performed a battery of experiments using x ray and neutron diffraction techniques at pressures up to 6 GPa. These measurements revealed the complex interplay of structural distortions and spin alignments that permit long-range magnetic order to emerge.
The data showed that the antiferromagnetic state of SCBO becomes stabilized through subtle dimer contractions, elongations, and tilts, which impact the relative strengths of the intra-dimer and inter-dimer couplings.

The results of x-ray scattering measurements at XSD beamline 4-ID-D of the APS were particularly valuable in showing that couplings between the ordered, tilted dimers on consecutive sheets contribute importantly to the long-range order that arises, and thus that the antiferromagnetic phase emerges from inherently three-dimensional magnetic and structural distortions. The x-ray data also enabled the researchers to pinpoint the phase transition temperature as being 122 K.

At a pressure of 5.5 GPa, the researchers observed that the system went into the antiferromagnetic phase at temperatures below 122 K. The results illuminate the microscopic mechanism needed to stabilize long-range order, revealing that the very subtle expansions, contractions, and tilts of the dimers permit the long-range order to emerge.

So although the system has a dimensional crossover from two dimensions to three dimensions, it is barely three dimensional, and the combination of x-ray and neutron diffraction results indicate that this subtle emergence in the third dimension is driven by the anisotropic weak spin-orbit magnetic interactions between the Cu dimer layers. This underscores the importance of such interactions to the formation of exotic magnetic ground states.

— Vic Comello
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In our daily lives we tend to think of electrical conductivity as largely static: Copper is a good choice for conduction; clay is not. But heat up that copper wire, and electron conduction slows. Give a flake of that ceramic a good squeeze, and conduction may perk up. Conductivity is determined by much more than simple chemistry. Metal-to-insulator transitions have excited and perplexed researchers for over a century, and they continue to provide fodder for research today. The key to understanding what causes changes in material conductivity lies in teasing out contributions from structural atomic arrangements and electron interactions. Researchers using high-energy x-rays from the APS have managed to disentangle these components in vanadium sesquioxide ($V_2O_3$), an extensively studied model solid. By decoupling the effects of spin, charge, and lattice variables in $V_2O_3$, the team is uncovering a mechanism that has eluded researchers for six decades.

Fig. 1. Electrical resistance as a function of pressure in $V_2O_3$. As pressure increases from 5 GPa, resistance decreases as expected. At 12.5 GPa the sharp increase in resistance is an unexpected result of electron-lattice interactions. At ~33 GPa, the material’s corundum hexagonal structure changes to monoclinic, and resistance rises more sharply due to electron-electron interactions. Here the material is on the cusp of a metal-to-insulator transition.
With measurements performed at the LERIX instrument at XSD beamline 20-ID-B,C. and at the HP-CAT beamline 16-BM-D, both at the APS, and calculations from the XSD Theory Group, the researchers have identified a structural phase change in V$_2$O$_3$ that occurs under great pressure, but without the usual metal-to-insulator transition. The interplay between crystal structure and electronic properties underlies almost every modern device, from pressure sensors to superconducting high speed trains.

Under normal conditions, V$_2$O$_3$ is a black metallic solid with a corundum crystal structure, like that of rubies and sapphires. With changes in temperature it undergoes spectacular metal-to-insulator transitions, often with changes in magnetic behavior as well. These unusual properties make V$_2$O$_3$ a material of choice in devices that include temperature sensors and current regulators.

Researchers had previously reported interesting behavior in V$_2$O$_3$ as temperature changed and pressure remained constant. Here the team tested the opposite condition, monitoring the material's resistance while increasing the pressure at a constant temperature.

At first everything seemed normal: as the pressure increased the material's resistance also decreased. But around 12.5 GPa the resistance began to rise. This result was unexpected. Even more unusual, at greater pressures near 33 GPa, the material's structure changed from corundum to a more compact monoclinic arrangement of atoms, but this change was not accompanied by a corresponding spike in resistance (Fig. 1). The material remained metallic. Previously, all corundum to monoclinic changes in structure had been accompanied by a simultaneous transition from metallic to insulating behavior.

To understand what was happening, the researchers from Argonne; Stanford University; the Korea Advanced Institute of Science and Technology; the Pacific Northwest Consortium Synchrotron Radiation Facility; the Carnegie Institution of Washington; Jilin University (China); the University of Nevada, Las Vegas; the Center for High Pressure Science and Technology Advanced Research (China); and Northern Illinois University performed inelastic x-ray scattering measurements and compared the results with theoretical simulations. Because inelastic x-ray spectroscopy measures the unoccupied vanadium electron valence states, these measurements provide a more detailed picture of electron screening interactions.

While the resistivity measurements clearly showed changes at 12.5 GPa, the inelastic x-ray spectra showed no differences up to the phase change pressure of 33 GPa. This means that the early changes in resistance were due not to changes in electron correlations, but to interactions between electrons and the lattice (or phonons).

At high pressure the electronic structure changed drastically in the inelastic x-ray spectra, suggesting an increase in electron correlations, but not quite enough to tip the material into the category of an insulator. At such high pressure, V$_2$O$_3$ is on the verge of becoming an insulator, but can't quite make the change due to competing effects from the lattice.

This work adds another clue to our understanding of how long-range atomic arrangement and local electron interactions work competitively to manifest metal-to-insulator transitions in solids.

The next step will be to explore electron correlations in V$_2$O$_3$ by using more advanced techniques, such as the resonant x-ray inelastic scattering method with temperature, as another parameter to extend the unique phase diagram of V$_2$O$_3$. — Jenny Morber
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**X-ray Scattering Studies of the Spin Disorder and Magnetic Coupling in Chromium Spinels**

While magnesium chromite (MgCr$_2$O$_4$) and zinc chromite (ZnCr$_2$O$_4$) spinels have been extensively studied, the effects of spin and lattice disorder on the structural ground states of these frustrated materials had not been investigated until recently. Employing variable-temperature high-resolution x-ray diffraction, performed on the XSD 11-BM-B powder diffraction beamline at the APS, and time-of-flight neutron scattering, performed at the Neutron Powder Diffractometer (NPD) at Los Alamos National Laboratory, researchers from the University of California, Santa Barbara; Argonne; the University of Illinois at Urbana-Champaign; and Los Alamos National Laboratory have shown that even slight spin disorder on the nonmagnetic Mg$^{2+}$ and Zn$^{2+}$ sites can significantly alter the structural ground states of these systems.

![Graphs and diagrams](image.png)
Chromium-rich spinels (ACr₂O₄, where A = Mg, Zn) have attracted intense interest in recent years due to their multifaceted and often surprising magnetic ground state configurations. These ground states arise from a complex network of strong magnetic and structural interactions involving cations on two sublattices; A⁺⁺ cations occupy tetrahedral sites on one sublattice and Cr³⁺ cations with antiferromagnetically interacting spins populate octahedral sites on the other sublattice. The geometric arrangement of Cr³⁺ cations on a pyrochlore network of corner-sharing tetrahedra inhibits antiferromagnetic coupling, thus resulting in "geometric frustration." Spin frustration suppresses the onset of magnetic order to low temperatures and leads to structural distortions occurring concomitantly with antiferromagnetic ordering, an effect known as spin-Jahn-Teller ordering. Spinels exhibit a vast array of magnetic phenomena due to the presence of two cation sites, which accommodate significant compositional diversity along with the high degree of interconnectivity in this structure.

The researchers introduced small amounts of magnetic cations on the nonmagnetic A sites of MgCr₂O₄ and ZnCr₂O₄. Specifically, they examined the effects of these dilute A-site spins on the structural changes that accompany magnetic ordering in these spinels. The magnetic substituents Co²⁺ and Cu²⁺ were selected, resulting in the powder samples of Zn₁₋ₓCoₓCr₂O₄, Mg₁₋ₓCuₓCr₂O₄, and Zn₁₋ₓCuₓCr₂O₄ (in all cases, x ≤ 0.2). The similarity in ionic radii between the A-site cations in these compositions minimized lattice distortions due to cation size discrepancies while allowing the researchers to probe the effect of dilute A-site spins on the structural ground states of these spinels. While Co²⁺ and Cu²⁺ substitutions both introduce spin interactions on the nonmagnetic A sites of MgCr₂O₄ and ZnCr₂O₄, Cu²⁺ cations have degenerate electronic ground states, and therefore they also introduce structural distortions around the Cu²⁺ cation in order to achieve a unique electronic ground state. The researchers showed that both Co²⁺ and Cu²⁺ substitutions alter the spin-Jahn-Teller distortions of MgCr₂O₄ and ZnCr₂O₄; however, these cations influence the structural ground states of MgCr₂O₄ and ZnCr₂O₄ differently.

The substitution of magnetic Co²⁺ on the nonmagnetic Zn²⁺ site in Zn₁₋ₓCoₓCr₂O₄ completely suppressed the spin-Jahn-Teller distortion of ZnCr₂O₄, although Zn₁₋ₓCoₓCr₂O₄ remained frustrated with magnetic ordering transitions occurring at temperatures below 20 K. In contrast, spin and lattice disorder due to the substitution of Cu²⁺ in Mg₁₋ₓCuₓCr₂O₄ and Zn₁₋ₓCuₓCr₂O₄ induced so-called Jahn-Teller distortions above the magnetic ordering temperatures of these compounds. Despite the Jahn-Teller structural distortions in Mg₁₋ₓCuₓCr₂O₄ and Zn₁₋ₓCuₓCr₂O₄, antiferromagnetic interactions remained frustrated with long-range magnetic ordering occurring below 20 K with no accompanying structural transformations. In other words, the Jahn-Teller-active Cu²⁺ cations decoupled structural and magnetic ordering in MgCr₂O₄ and ZnCr₂O₄, even when substituted in only small amounts. The Jahn-Teller-distorted solid solutions Mg₁₋ₓCuₓCr₂O₄ and Zn₁₋ₓCuₓCr₂O₄ adopted the orthorhombic structure of ferrimagnetic CuCr₂O₄, with analysis of distortions in Zn₀.₇Cu₀.₃Cr₂O₄ indicating a flattening of AO₄ tetrahedra in the orthorhombic phase. Total neutron scattering studies of Zn₁₋ₓCuₓCr₂O₄ suggested that there were local AO₄ distortions in these Cu²⁺-containing solid solutions at room temperature and that these distortions became cooperative at the Jahn-Teller-distortion temperature at which average structural distortions occur (Fig. 1).

Magnetism in these frustrated compounds evolves from compensated antiferromagnetism in MgCr₂O₄ and ZnCr₂O₄ to uncompensated antiferromagnetism when magnetic cations are substituted on the nonmagnetic sites. This finding shows that spin-Jahn-Teller ordering is extremely sensitive to spin disorder, while Jahn-Teller ordering is robust, occurring even when only a few Jahn-Teller-active cations are substituted into the spinel structure.

— Vic Cornell
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Tuning the Magnetic Energy Scales of Strontium Iridate Thin Films

There is a great deal of interest in strontium iridate (Sr$_2$IrO$_4$) because its novel magnetic properties are strikingly similar to those of the parent compounds of cuprate superconductors, raising the possibility that unconventional superconductivity could be realized in Sr$_2$IrO$_4$ by tuning elements of its crystal structure, such as its Ir-related bond angles and bond lengths. Strain engineering accomplishes structural tuning by growing a Sr$_2$IrO$_4$ thin film on a substrate whose crystal lattice differs slightly in size, thereby inducing strain-related structural distortions in the interfacial layers of the film. To date, most research has focused on the structural and electronic properties of strained Sr$_2$IrO$_4$ thin films, making recent experiments at the APS among the first to explore the effects of strain on their magnetic properties.

Fig. 1. (a) Comparison of the pseudo-cubic, in-plane lattice parameter of Sr$_2$IrO$_4$ with the lattice parameters of the (LaAlO$_3$)$_{0.3}$(Sr$_2$AlTaO$_6$)$_{0.7}$ (LSAT) and SrTiO$_3$ (STO) substrates. (b) Schematic diagram depicting the change in lattice parameters with strain (proportions are exaggerated for clarity). (c) The change in integrated intensity with temperature for the (0,1,14) reflection, for the Sr$_2$IrO$_4$ (SIO) film on the LSAT substrate (red triangles) and the STO substrate (blue squares). The black arrow indicates the magnetic transition temperature of bulk SIO, and the red and blue dotted lines are provided as a guide to the eye. (d) The magnetic transition temperature, TN, and the energy of the zone boundary magnon, E(π,0), as a function of strain.
These results suggest that the most significant structural change taking place in the films was a tuning of the Ir-O bond length. This and related studies suggest that epitaxial strain can be an excellent means of studying the magnetic properties of iridates.

The researchers from the University of Toronto (Canada), the University of Kentucky, Argonne, IFW Dresden (Germany), and the Universität Stuttgart (Germany) performed complementary investigations using x-ray resonant magnetic scattering (XRMS) and resonant inelastic x-ray scattering (RIXS) to study Sr$_2$IrO$_4$ thin-film samples that were epitaxially grown on SrTiO$_3$ and (LaAlO$_3$)$_{0.3}$(Sr$_2$AlTaO$_6$)$_{0.7}$ substrates, which were chosen to provide slight amounts of tensile and compressive strain, respectively.

The XRMS measurements were conducted using XSD beamline 6-ID-B,C, while the RIXS measurements were carried out on XSD beamline 30-ID-B,C. Both sets of measurements involved the Ir L$_3$ absorption edge.

Although the strained Sr$_2$IrO$_4$ thin films developed magnetic structures that were reminiscent of bulk Sr$_2$IrO$_4$, the magnetic correlation lengths were found to be extremely anisotropic, with correlation lengths in the interfacial plane being significantly longer (300 Å to 400 Å) than the out-of-plane correlation lengths (10 Å to 20 Å).

The most surprising finding was that the magnetic ordering temperature (Néel temperature) was suppressed (210 K) relative to the Néel temperature of bulk Sr$_2$IrO$_4$ (240 K) in samples under compressive strain, and elevated (270 K) in samples under tensile strain. This was surprising because the magnetic exchange interactions determined from the RIXS measurements increased in energy under compressive strain and decreased under tensile strain (Fig. 1).

Because precise structural details about how the Sr$_2$IrO$_4$ crystal lattices changed under stress were experimentally difficult to access in the films, the researchers performed ab initio multireference configuration-interaction simulations using two different structural models.

In the first set of calculations, the Ir-O-Ir bond angles were kept the same as those in bulk Sr$_2$IrO$_4$ and only the Ir-O/Ir-Ir interatomic distances were allowed to change with strain (model I).

At the other extreme, the researchers considered a structural model (model II) in which the in-plane Ir-O bond lengths were fixed to the values measured in bulk Sr$_2$IrO$_4$ and the Ir-O-Ir angles could be modified by epitaxial strain. The model I results were closer to the experimental data, suggesting that the structural changes occurring in the epitaxial thin films concerned the tuning of the Ir-Ir and Ir-O bond lengths.

All of these results pointed to the following picture of what was going on.

Application of compressive epitaxial strain reduced the bond lengths in the interfacial plane while enlarging the out-of-plane bond length. Because the magnetic exchange interactions between neighboring Ir ions are very sensitive to bond lengths, compressive strain strengthened the in-plane interactions and weakened the out-of-plane interactions.

Since the energy scale associated with magnetic excitations is primarily set by the strength of the in-plane exchange interactions, compressive strain led to an increase in the energy of the magnetic interactions. In contrast, the energy scale associated with magnetic ordering is set by the strength of the interactions between neighboring Ir-O layers, which decreased under compressive strain, leading to a reduction in the Néel temperature.

Because tensile epitaxial strain enlarged the in-plane bond lengths while reducing the out-of-plane bond length, similar, but opposite, consequences occurred when tensile strain was applied: stretching the in-plane bond lengths reduced the in-plane interactions and lowered the energy of the interactions, while shrinking the out-of-plane bond length enhanced the out-of-plane interactions, thus increasing the Néel temperature.

Overall, the results suggest that the most significant structural change taking place in the films was a tuning of the Ir-O bond length. This result and related studies suggest that epitaxial strain can be an excellent means of studying the magnetic properties of iridates. — Vic Comello
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INTERFACIAL OCTAHEDRAL ROTATIONS AND MAGNETISM IN OXIDE SUPERLATTICES

Electric interfaces in oxide materials are the new frontier for use in thin-film devices. Although experimental evidence has thus far been scarce, lattice distortion due to oxygen octahedral rotations has been believed to be useful for mediating oxide magnetism. This study based on research carried out at the APS and the Beijing Synchrotron Radiation Facility demonstrates that octahedral rotation is closely correlated to strongly modified ferromagnetism in oxide superlattices. The fact that new interfacial states and associated novel properties can be created in oxide heterostructures with variant interfacial reconstruction mechanisms opens a new path for engineering functional magnetic materials. Knowledge of the varieties of interfacial mechanisms is crucial for the design of future-generation electronic devices.
The revolution in oxide materials at electric interfaces parallels the success that thin semiconductor films have had in photonic and electronic applications for more than four decades. The important electronic and ionic characteristics of oxide materials include magnetism, superconductivity, ionic condition and ferroelectricity. As in semiconductor films, interactions between oxide layers can be controlled to regulate and increase the properties that are beneficial for use in batteries, fuel cells, and information storage, among other things. Oxide crystals are better than conventional semiconductors in these applications because the polar character of the bonds between ions enhances their interactions. Rapid breakthroughs in this technology in the past decade have resulted from the realization of new functionality at oxide interfaces.

To advance the technological uses of oxide materials, scientists need to better understand the electronic interactions of these complex materials. For example, samples grown in different crystallographic orientations may reveal new useful properties. The addition of diverse chemical elements into the oxide crystal structure can increase the variety of applications for the oxide compounds. To be valuable for use in thin films, these characteristics must be present at room temperature and need to be very strong; in addition, expensive or rare elements should not be used.

In this study, the researchers from the University of Science and Technology of China, Argonne, Southeast University (China), the Chinese Academy of Sciences, and the University of Illinois at Urbana-Champaign looked at the intimate correlation between oxygen octahedral rotations (OOR) and magnetic properties in (LaMnO$_3$)$_{N}$ and (SrTiO$_3$)$_N$ (N=2,3,4,6,8,16) superlattices to investigate the impact of interface OOR misfit.

By utilizing state-of-the-art research advances in synchrotron x-ray diffraction (XRD), the researchers were able to track the OOR in thin films, heterostructures, and artificial superlattices, which are the major work horses in oxides for generating novel electronic and magnetic functions.

XRD-x-ray diffraction measurements were carried out at the XSD 33-BM-C beamline of the APS. The researchers also conducted synchrotron x-ray absorption fine structure experiments at the 1W1B beamline of the Beijing Synchrotron Radiation Facility to identify the valence change of the superlattice samples upon the change of the layer period.

These experimental results together provide strong support for the idea that the maximized ferromagnetic moment found in the N=6 superlattice has a metastable structure that is related to minimal octahedral rotations. On the other hand, the almost quenched ferromagnetism for N=4 superlattices is intimately correlated to a substantially enhanced c-axis rotation. The authors used Monte-Carlo simulation to qualitatively reproduce the experimental results, and suggest that the OOR tips the balance between two important magnetic interactions, i.e., double exchange and super exchange interaction, and causes the magnetism to change.

Interconnecting conventional semiconductors and oxides promises to combine semiconductor electronics with correlated electron systems. Scientists are beginning to understand how to design and control emergent phenomena in these material systems. This work demonstrates that engineering superlattices with controllable interfacial structures will be a new path toward developing functional magnetic materials. — Dana Desonie
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Piezoelectricity can seem a little like magic. Give the piezoelectric material a squeeze and it produces an electric charge. Zap it with a little electricity and it will stretch and move. Amazing! The “trick” is a disturbance in the material’s structural symmetry, so that positive charges get squeezed a bit one way, and negative charges the other. Only certain structures will react to pressure in this way, so only certain materials and phases are piezoelectric. Researchers from labs and universities in the U.S., China, and the Ukraine used cutting edge optical microscopy, and x-ray diffraction microscopy at the APS to peek inside classical ferroelectric (and piezoelectric) materials barium titanate (BaTiO₃) and potassium niobate (KNbO₃). The researchers sought to identify why certain areas within these materials exhibit much stronger piezoelectricity (and different optical properties, too) than their surroundings. The work ends a longstanding debate about the source of strong piezoelectric domains in lead-free ferroelectrics, and indicates that these materials can be engineered to demonstrate high-performance piezoelectric properties – a boon for green technologies.

The term piezoelectric is derived from the Greek “piezo,” meaning press or squeeze. The material’s ability to transfer mechanical deformation into electric energy and vice-versa make piezoelectric materials valuable in numerous applications, from transducers to sensors to tiny generators. Microphones, clocks, stove lighters, and scanning probe microscopes all include piezoelectric materials as crucial components.

Many materials exhibit a piezoelectric effect, including silk, collagen, viral proteins, quartz, and others, but some of the best-performing piezoelectric materials, and therefore some of the most widely used, are lead-based ferroelectrics. The problem with lead-based ferroelectrics is lead. The combination of lead’s biological and environmental toxicity and its low melting point have pushed researchers to seek robust piezoelectric performance in other, more benign materials.

Scientists have known that certain areas in BaTiO₃ and KNbO₃ demonstrated strong piezoelectric behavior in response to stress from external electric fields, but they disagreed on its origin. Were these areas the result of an intrinsic intermediate phase within the material that could be reproduced and exploited, or the summation of a bunch of tiny bits of the original phase?

Fig. 1. Optical second harmonic generation imaging of domains in a thermotropic BaTiO₃ crystal. Dark and purple colors correspond to conventional, parent phase domains, and bright orange/yellow domains depict the large property enhancements in the newly discovered intermediate phase. Insets depict the nanoscale variation in the structural characteristics of this distinct intermediate phase, as measured at the Hard X-ray Nanoprobe at the APS. Two sets of diffraction peaks are shown, corresponding to two different positions on the sample. These structural variations are shown to directly correlate to the observed property enhancements in the lead-free ferroelectric material.
Previous reports had relied on conventional x-ray techniques, in which the large spread of the beam probed many ferroelectric domains at once. There was no way to resolve individual structural contributions. To solve the debate, the researchers in this study from The Pennsylvania State University, the University of Science and Technology Beijing (China), Oak Ridge National Laboratory, Argonne, and the National Academy of Sciences of Ukraine needed a smaller pixel.

They turned to the Hard X-ray Nanoprobe at the CNM/XSD 26-ID-C beamline of the APS to perform a state-of-the-art focused beam diffraction technique. Coupled with detailed optical microscopy and other experiments, including band-excitation piezoresponse force microscopy at Oak Ridge National Laboratory, the results showed that as the materials were heated through a phase boundary, intermediate piezoelectric phase domains appeared and remained (Figs. 1 and 2). These areas were not just piezoelectric, but strongly so, exceeding values in both the parent phases by up to 440%.

The results are the first direct experimental evidence of such thermal ferroelectric phase transitions in these materials, which have been studied for over 60 years. The authors note similarities to compositional phase boundaries in lead-based ferroelectrics and the temperature-dependent order of liquid crystals.

And there is no reason why this behavior should be unique to BaTiO$_3$ and KNbO$_3$ — any non-triclinic ferroelectric crystal system should demonstrate similar intermediate phases with potentially enhanced properties. It doesn’t even take much energy: Small strains can produce relatively large property enhancements. The trick is to manipulate the symmetry of the material to create new phases.

These are fundamental insights, but they point to exciting new avenues for property enhancement, tuning, and optimization in the future. There is potential, the authors say, for creating high-performance materials through “domain-engineering-by-design.” Lead-based piezoelectric materials may have some tough new competition.

— Jenny Morber

**See:** Tom T.A. Lummen$^1$, Yijia Gu$^1$, Jianjun Wang$^{1,2}$, Shiming Lei$^1$, Fei Xue$^1$, Amit Kumar$^{1,3}$, Andrew T. Barnes$^1$, Efthia Barnes$^1$, Sava Denev$^1$, Alex Belianinov$^2$, Martin Holt$^3$, Anna N. Morozovska$^5$, Sergei V. Kalinin$^3$, Long-Qing Chen$^1$, and Venkatraman Gopalan$^{1,4}$, “Thermotropic phase boundaries in classic ferroelectrics,” Nat. Commun. 5, 3172 (20 January 2014). DOI: 10.1038/ncomms4172

**Author affiliations:** $^1$The Pennsylvania State University, $^2$University of Science and Technology Beijing, $^3$Oak Ridge National Laboratory, $^4$Argonne National Laboratory, $^5$National Academy of Sciences of Ukraine

**Correspondence:** * vxg8@psu.edu

This research was supported by the U.S. National Science Foundation (NSF) through Penn State MRSEC grant DMR-0820404 (for T.T.A.L., Y.G., J.W., F.X., A.K., A.T.B., E.B., S.D., L.-Q.C. and V.G.), and grants DMR-1210588 (for A.N.M., L.-Q.C. and V.G.), DMR-0908718 (for A.N.M., L.-Q.C. and V.G.) and DMR-1006541 (for L.-Q.C.). A.N.M. acknowledges the State Fund of Fundamental research of Ukraine, SFFR-NSF project UU48/002. The Center for Nanoscale Materials was supported by the U. S. Department of Energy (DOE) Office of Science-Basic Energy Sciences, under Contract No. DE-AC02-06CH11357. This research used resources of the Advanced Photon Source, a U.S. DOE Office of Science User Facility operated for the DOE Office of Science by Argonne National Laboratory under Contract No. DE-AC02-06CH11357.

---

**Fig. 2.** Optical second harmonic generation imaging of domains in a KNbO$_3$ crystal. The purple regions are conventional orthorhombic phases, while the bright yellow regions are the newly discovered intermediate phase that exhibit large property enhancements.
Multiferroics are materials that exhibit a ferroelectric and magnetic order simultaneously. These orders have been the building blocks for technologically and economically important applications such as ferroelectric memory and spintronics. The ferroelectric polarization couples strongly to ultraviolet light by exciting electron-hole pairs. The charge separation under the influence of remnant polarization generates a large electric field across the multiferroic film. These novel properties arising from light-matter interaction open opportunities for efficient electric-field control of magnetism on ultrafast time scales.

The researchers from the Universität Potsdam (Germany), Fritz-Haber-Institute der Max-Planck-Gesellschaft (Germany), Helmholtz-Zentrum Berlin (Germany), Argonne, the University of Wisconsin-Madison, Cornell University, Stanford University, and Kavli Institute at Cornell for Nanoscale Science showed that the force driving the ultrafast lattice expansion in BiFeO₃ must be quasi-instantaneous (< 100-fs rise time), possibly due to the inverse piezoelectric effect caused by photoexcited charge carriers. Further, a strongly inhomogeneous deformation of the BiFeO₃ film from the picosecond up to the microsecond indicates a fast trapping and localization of these charge carriers. Complete analysis of the diffraction data gives very detailed information on the material’s excitation and decay dynamics over several orders of time scales. This technique can be applied for a broad range of functional materials with a strong coupling of electronic degrees of freedom to the crystal lattice.

The success of this project exemplifies the synergetic collaboration of time-resolved research utilizing unique capabilities around the world to gain significant insight on the challenging problems that cannot be solved with the limited resources of any one institute.
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**Fig. 1.** The transient θ/2θ scans reveals a maximum shift of the BiFeO₃ 002 Bragg peak around 30.8 nm⁻¹ to smaller values of the scattering vector qz within 10 ps while the substrate SrTiO₃ peak at 32.2 nm⁻¹ remains unchanged. (a) The black dots and gray circles correspond to slices of (b) at t<0 ps and t=10 ps, respectively.

Optical pump x-ray probe experiments were carried out at the Plasma X-ray Source (PXS) at the University of Potsdam (Germany) and at the XSD 7-ID-B,C,D time-resolved beamline at the APS. The combined analysis of the transient diffraction data from both the PXS and the APS allowed the researchers to follow the amplitude and spatial profile of photoinduced structural dynamics in BiFeO₃ on multiple time scales, from femtosecond up to microsecond delays under comparable excitation conditions (Fig. 1). As a result, a new model of the dynamics and lattice coupling of photoexcited charge carriers in BiFeO₃ was developed.
When an Exciton Acts Like a Hole

When is an electron hole like a quasiparticle (QP)? More specifically, what happens when a single electron hole is doped into a two-dimensional quantum antiferromagnet? Quasiparticle phenomena in such a system are predicted by theory, but have eluded observation, complicating the understanding of electron behavior in high-temperature superconducting cuprates. A team of experimenters working at the APS have taken a different approach to the problem with their recent observation of an excitonic quasiparticle in strontium iridate (Sr$_2$IrO$_4$), a quasi-two-dimensional, spin-1/2, antiferromagnetic Mott insulator. Their work sheds new light on a classic problem in condensed matter physics and opens a new pathway for the study of high-temperature superconductors.

Strontium iridate is a newly-discovered pseudospin-1/2 Heisenberg antiferromagnet in which superconductivity has also been predicted but not yet observed. The experimenters from Argonne, the Institute for Theoretical Solid State Physics, and the Max Planck Institute for Solid State Research (Germany) used resonant inelastic x-ray scattering (RIXS) at the XSD 30-ID-B,C beamline of the APS. They carried out their studies utilizing the MERIX spectrometer, a medium-energy-resolution diffractometer for non-resonant and resonant inelastic x-ray scattering (RIXS) measurements of samples that had been prepared at the Argonne Materials Science Division. Earlier RIXS studies of Sr$_2$IrO$_4$ showed that the dispersions of an electron hole excited across spin-orbit coupling levels could be related to the QP problem (Fig 1). The investigators attempted to reflect the behavior of an electron hole in Sr$_2$IrO$_4$ by using an exciton analog.

Using a theoretical model structured around the observation that the propagation of an orbital excitation through a Mott insulator such as Sr$_2$IrO$_4$ can be mapped on the motion of a single hole, the researchers employed a self-consistent Born approximation (SCBA) for comparison and interpretation of the RIXS data. They found an excellent agreement between the effective t-J model (used to calculate high-$T_c$ states) calculated within the SCBA and the experimental spectra. Energy distribution curves showed a sharp exciton peak, which is both narrower than the sharpest peak measured in Sr$_2$IrO$_4$ by angle-resolved photoemission spectroscopy (ARPES) and smaller than the total bandwidth of about 112 meV, which reveals the exciton to be a QP.

While this demonstrates that a coherent particle can propagate through a quantum antiferromagnet, it does not yet explain the lack of a QP with a single-hole excitation. The researchers attribute this to the charge-neutral nature of an exciton compared to the charged-particle character of a hole. Because a charged hole interacts much more strongly with the lattice structure and the inevitable impurities present in an insulator, it also tends to dampen or completely wash out QP phenomena, particularly in ARPES measurements.

On the other hand, a charge-neutral exciton is not subject to these effects and thus can more readily reveal subtle QP dynamics that can elude experimenters.

The work confirms that QPs can definitely be observed in Mott insulators and that these materials can display striking parallels with high-temperature cuprate superconductors. By showing that an exciton in a spin-1/2 antiferro-
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Metalworking is, and for centuries has been, about making tiny crystals. Long ago, blacksmiths heated, cooled, and pounded steels to make them stronger, lengthening the tiny crystallites we call grains, nucleating new grains, and pinning them in place. Today we repeat these processes, helped by machines to do the working and specialized tools to observe and understand the changes. But despite centuries of metalworking and decades of careful scientific study, we are still seeking stronger, lighter metals, and still working to understand the complex processes that transpire to create them. In aluminum, a remaining question is whether large deformations can leave the material with long-range internal stresses — areas of unresolved stress between atoms. External and internal stresses can be additive, so the presence of internal stresses in metals can be beneficial or detrimental, depending on their nature. In a material undergoing fatigue, such as the skin of an airplane, compressive internal stresses may toughen the material, while tensile stresses can hasten cracking. Researchers used high intensity x-rays at the APS to peek inside a bit of aluminum subjected to repeated, severe deformations and probe the nature of long range stresses within the material. This work, which is an extension of an earlier report, suggests that long-range internal stresses only modestly increase with plastic strain.

Small grains make a metal hard and tough. One way to impart ultrafine grains into a metal is by grossly deforming it, a process called “severe plastic deformation.” Plastically deformed materials cannot pop back into their former state, and obtaining very fine grains requires that metals must be really worked over, and uniformly so.

One popular method of metal deformation is a process called ECAP, which stands for “equal-channel angular processing.” Much like an old-school play dough extruder, in ECAP a bit of metal is placed into the top of an L-shaped channel, mashed down, and forced through the connecting perpendicular chute. The metal flows into the horizontal cavity having undergone massive structural changes. In this study, the researchers from the University of Southern California, the National Institute of Standards and Technology, Argonne, the University of Southampton (UK), and the Asian University (Thailand) repeated this process on a sample of commercial purity aluminum. After intervals of 1, 2, 4, and 8 presses, they took a look inside the metal by sending x-rays careening into the sample, and observed how the signals changed.

X-ray diffraction is ideal for measuring crystalline structure, atomic defects, and deviations from the mean. But to probe the very small regions required here, the x-rays had to be both intense and highly focused. This capability was provided by microbeam x-ray diffraction at XSD beamline 34-ID-E of the APS, with supporting measurements at XSD beamline 11-BM-B.

The results suggested that the aluminum deformed according to the so-called “composite model,” in which a deforming metal contains “hard” areas, dense with atomic dislocations, and “softer” regions that deform more.

Metals on the Couch: Does Deformed Aluminum Retain Internal Stress?

Fig. 1. (a) Transmission electron microscopy image of AA1050 (commercial purity Aluminum) after two ECAP passes (b) False-color image of the energy-integrated diffracted intensity from an individual grain/subgrain in a two-pass sample. The peaks are from low-dislocation density regions and the smeared intensity is from the high dislocation density volumes from walls or cell interiors with a relatively high dislocation density. Image in (b) is taken from earlier work on the same alloy as (a).
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The quest for high-temperature superconducting materials that can be put to new practical uses has been a major preoccupation in solid-state physics for decades, and it is hardly slowing down. One of the most intriguing recent developments is the discovery of new classes of iron (Fe)-based high-temperature superconductors. Among these are the Ca$_{10}$(Pt$_3$As$_8$)$_2$(Fe$_{2-x}$Pt$_x$As$_2$)$_5$ and Ca$_{10}$(Pt$_4$As$_8$)$_2$(Fe$_{2-x}$Pt$_x$As$_2$)$_5$ compounds, known more simply as the 10-3-8 and 10-4-8 compounds, respectively. These compounds become superconducting with transition temperatures up to 38 K. But knowledge of their precise structure and phase behavior, not to mention the similarities and differences of their properties compared to other known Fe-based superconductors, has remained ambiguous. Now a group of investigators has pinned down some of the nagging unknowns of these 10-3-8 and 10-4-8 materials.

Previous attempts to study these compounds have been hindered by the difficulty in comparing samples prepared with different techniques and the wide variation in properties they display. To overcome this problem, the researchers from Ames Laboratory; Iowa State University; Oak Ridge National Laboratory; the University of California, Los Angeles; and Princeton University examined a single homogeneous crystal of Ca$_{10}$(Pt$_3$As$_8$)$_2$(Fe$_{2-x}$Pt$_x$As$_2$)$_5$, conducting both high-resolution, high-energy x-ray diffraction (XRD) studies at the XSD 6-ID-D beamline of the APS and elastic neutron scattering studies on the same sample at the High Flux Isotope Reactor at Oak Ridge National Laboratory.

In the crystal’s (H K 0) reciprocal lattice plane at high temperatures, the XRD studies show essentially two groups of Bragg peaks. One group consists of strong peaks on a large, square-like lattice related to the structure of the Fe-As layers, while the other, weaker group of Bragg peaks on a tilted, smaller square-like lattice arises from a complex Pt$_3$As$_8$ layer structure. Below 110 K, the high-resolution XRD patterns show splitting or broadening of Bragg peaks consistent with a tetragonal-to-orthorhombic distortion.

The neutron diffraction studies show a second phase transition in the single crystal involving the Fe magnetic moments. Below 96 K, these adopt a stripe-like antiferromagnetic order along the [110] direction and ferromagnetic arrangements in both perpendicular directions.

Both of these structural and magnetic phase transitions are seen to be continuous. Each is distinct and separate from the other as demonstrated by the lack of an antiferromagnetic signal at the temperatures at which the orthorhombic lattice distortion sets in.
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magnet can display fundamentally similar dynamics to a charged hole doped into the same kind of system, the researchers have cast new light on a classic problem in condensed matter physics and opened a new pathway for the study of high-temperature superconductors. — Mark Wolverton
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easily (Fig. 1). As the composite is strained, areas of high and low stress form.

The team observed compressive internal elastic strains along the pressing direction for all ECAP passes, increasing slightly after each pass. The authors lamented that this study did not allow them to measure the strains in all directions within a given metal grain, and say that this information will be the focus of future efforts. Still, the results are informative. ECAP, it appears, may be ideal for creating stronger, lighter-weight metal structures that can take a beating.

— Jenny Morber

Author affiliations: 1University of Southern California, 2National Institute of Standards and Technology, 3Argonne National Laboratory, 4University of Southampton, 5Asian University
Correspondence: * thienqph@usc.edu

Research at the University of Southern California was supported the National Science Foundation through DMR-1401194, and research at the University of Southampton was supported by the European Research Council under ERC Grant Agreement No. 267464-SPDMETALS. This research used resources of the Advanced Photon Source, a U.S. Department of Energy (DOE) Office of Science User Facility operated for the DOE Office of Science by Argonne National Laboratory under Contract No. DE-AC02-06CH11357.

11-BM-B • XSD • Chemistry, materials science, physics, geoscience • Powder diffraction • 25-35 keV • On-site, mail-in • Accepting general users •

34-ID-E • XSD • Materials science, physics, environmental science, geoscience • Microdiffraction, Laue crystallography, microbeam • 7-30 keV • On-site • Accepting general users •

“Pinning” cont’d from page 31
This work provides strong evidence for the similarity in physical properties of the 10-3-8 class compounds with other Fe-based superconducting substances. Such similarities persist despite some considerable structural differences in the 10-3-8 compounds from the other compounds, including a much more complex structure with lower crystal symmetry, and much greater separation of the Fe-As layers from each other along with strong disorder in the Pt-As layers.

The experiments confirm that the major physical features appear to be quite robust in this class of compounds and that the Fe-As layers chiefly determine their properties. By answering some pesky questions concerning these particular materials, the research team has helped bring them a little closer to their eventual practical application. — Mark Wolverton
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A ccelerated development of more energy-efficient, longer-lasting turbine blades for aircraft, along with similarly enhanced blades in use in industrial gas turbines, is the expected result of groundbreaking research carried out by a unique international partnership between scientists. These studies have produced accurate laboratory simulations of extreme conditions (temperature gradients and mechanical loadings) experienced by ceramic-coated super-alloy blades within turbine engines. The conditions during measurement are comparable to what is experienced by such blades within operational engines. Of critical importance to this novel, first-time experiment was the development of a new research instrument at the APS.

The hollow blades of internally cooled turbine engines used in aircraft are under extreme conditions during flights. They experience very high temperatures including thermal cycling and stresses brought on by mechanical loads in addition to corrosion. Because of extreme conditions, the blades are manufactured from high-temperature alloys and their surfaces overlaid with a thermal barrier coating (TBC) to protect the blades. This makes them extra-durable and much more efficient over the engine’s lifetime. The use of TBCs can increase the operational temperature of alloy-based turbines by 100° C (about 180° F).

Over the past 30 years or more, there has been a need to find ways to improve further the life and performance of these TBCs without relying solely on real-time flights of aircraft and demonstration engines. It is imperative to better research coating durability to prevent failure of these blades while in flight. Tasked with this goal, the research team from the University of Central Florida, Cleveland State University, Deutsches Zentrum für Luft- und Raumfahrt e.V. (DLR, Germany), and Argonne successfully developed a modified test facility at the APS. This test facility, for the first time, was able to simulate accurately the relevant extreme operating conditions experienced by turbine engines within a synchrotron beamline and provide data on the effects of those operating conditions.

A custom-built furnace (Fig. 1) and a unique coolant system were interfaced to the existing mechanical testing system at XSD beamline 1-ID-B,C,E. The ceramic-coated tubular test objects that mimicked engine blades had an inner radius of 2 mm and an outer radius of 4 mm, for cooling of the inner-substrate surface while heating the outer-coated surface. High-energy synchrotron x-ray diffraction (XRD) was used to probe the test objects at different distances from the surface. The TBC consisted of a top layer composed of yttria-stabilized zirconia, with a thickness of about two-tenths of a millimeter; a bond coat of a high-aluminum content NiC-
oCrAlY alloy, with a thickness of about a tenth of a millimeter; and a thermally grown oxide (TGO) layer, with a thickness of approximately 300 nm, which developed between the other two layers with exposure. Load and thermal instrumentation analyzed the resulting deformations and temperature changes within the coatings.

Three scenarios were used to simulate the conditions of gas turbine blades found in aircraft engines: single-flight cycles, mechanical tests at various temperatures reaching 1000° C (a little over 1800° F), and variations of internal cooling at similarly high temperatures. The researchers measured depth-resolved strains appearing on the coatings as thermal gradients and/or mechanical loads were applied (and varied) at elevated temperatures. Observing interactions between the x-rays and the test material, the team determined strain response through the depth of its many layers by analyzing the resulting x-ray diffraction patterns.

Through high-resolution data (Fig. 2), they found an association between the controlled conditions of internal cooling and external heating and the evolution of local strains. The results showed that such conditions produce strains, with the largest ones found in the TGO and at or near the interfaces between the different layers. The team emphasized that as temperatures decrease across the coating depth, major strain gradients are seen, prompting increased failure risks especially near the interface.

Based on their results, the team looks forward to conducting further research to identify ways to extend the useful lifespans of TBCs by identifying complex failure-mechanism interactions. In fact, further experiments by these scientists are planned to examine how long-term variances of mechanical loads and thermal gradients affect the performance, efficiency, and durability of coated turbine blades through full lifecycle use.

Such work will help to advance technologies in other extreme-temperature environments such as in space and hypersonic propulsion and energy conversion. — William A. Atkins

---

**Fig. 2.** (a) Thermal gradient loading of cylindrical samples maintaining access for synchrotron XRD measurement transmitting through the sample tangential to the layers yielding two-dimensional (2-D) diffraction with radial (ε11) and axial (ε22) strains, (b) 2-D strain measured from radial deviation around the azimuth of (110) diffraction ring, (c) determination of (100) strain-free azimuth reference angle (η*) and strain-free radius (Rο) using variable mechanical load, (d) phase identification displaying intensity averaged around circumference of diffraction ring versus d-spacing, (e) raw data highlighting lattice planes of phases. From K. Knipe et al., Nat. Commun. 5, 4559 (July 31, 2014). © 2014 Macmillan Publishers Limited. All rights reserved.
Stretching the Limits of Synthetic Spider Silk

Over the past 400 million years, spider silks have evolved into biomaterials with remarkable mechanical properties, ranging from medical to military. But, because spiders are difficult to raise in captivity, mass production of natural silks is not possible, leaving scientists with the job of developing synthetic spider silk fibers with the same attributes as the native fibers. Synthetic silk’s molecular structure and the conditions under which the fibers are spun, and then stretched, determine its strength, elasticity, and stiffness. Although stretching the fibers generally enhanced these properties, researchers failed to observe structural differences between as-spun and stretched fibers. The chemical composition and temperature of the bath solution in which stretching occurred had mixed effects on the properties of synthetic fibers composed of increasing ratios of an amino acid motif thought to confer elasticity. Research at the APS is helping scientists understand the precise impact of the post-spin environment and gain detailed knowledge of these unique interactions, which may make it possible to create designer fibers with tunable mechanical properties for specific applications.

Spider silk proteins are made up of hundreds of specific, highly conserved amino acid motifs, each of which contribute specific mechanical properties. Orb-web weaving spiders use separate glands in their abdomens to spin six functionally different types of silk. For example, flagelliform silk is very elastic in order to absorb the energy of a flying insect without breaking. In contrast, major ampullate silk — also known as dragline silk — is incredibly strong and provides a lifeline for the spider. Dragline silk is made up of two proteins: Major ampullate Spidroin 1 (MaSp1) lends strength to the fiber while Major ampullate Spidroin 2 (MaSp2) lends elasticity through a spring-like β-spiral structure.

Silk’s protein composition is not always predictive of its mechanical properties. The dragline silk of the spider species Argiope aurantia is stronger and stiffer, yet not any more elastic, than that of the spider species Nephila clavipes, although A. aurantia contains, proportionately, three times more elasticity-conferring MaSp2 protein.

Post-spin stretching emulates natural processes occurring in spiders’ spinning apparatuses and enhances synthetic silk’s characteristics. However, the precise impacts of various conditions under which stretching occurs have not been thoroughly examined. Researchers from the University of Wyoming and Arizona State University tested these conditions on three versions of the A. aurantia MaSp2 protein designed with increasing elasticity-to-strength amino acid motif ratios: 1E, 2E, and 3E. 3E was hypothesized to form the most elastic and weakest of the three fiber types, while 1E was hypothesized to yield the strongest, least elastic fibers.

To identify structural features underlying stretched silk’s improved mechanical properties relative to as-spun silk, the researchers subjected both fiber types to x-ray diffraction and Raman spectroscopy carried out at the BioCARS beamline 14-BM-C at the APS.

Surprisingly, even though stretched silk, regardless of its elasticity ratio, was half the diameter of as-spun silk, few differences were observed between the fibers in the amount of β-sheet formation or the β-sheet secondary structure or orientation. Any functional differences, the researchers suspected, must depend on changes in the fibers’ molecular confirmation as a result of the stretching process.

Aqueous isopropanol (IPA) was found to be the most effective solution for increasing the extensibility of post-spin fibers. Other solutions, such as aqueous ethanol and aqueous methanol, were optimal for increasing tensile strength in some cases, depending on the specific fiber type.

IPA post-spin stretching produced a significant increase in the strain and extensibility values for all three fibers. The increase in extensibility correlated to the elasticity ratio, with 3E having the greatest increase, followed by 2E then 1E fibers. In contrast, although the average strength of 1E and 3E fibers was similar, the strongest individual fiber was a 3E fiber.

Heating the IPA bath to 60°C also had unpredictable results. For example, heat substantially improved the maximum strain and extensibility values for 2E and 3E but not 1E fibers, while heating increased tensile strength of 1E and 2E, but not 3E fibers.

The researchers attributed the fact that the synthetic fibers did not necessarily perform in ways predicted by their elasticity ratio to a combination of factors, including non-linear interactions between water in the IPA solution and the proteins’ primary structures and the unpredictable nature of β-sheet alignment.

Chris Palmer
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In Florida and other southeastern states, the golden silk spider (right above, not to scale), *Nephila clavipes* (Linnaeus), is a large orange and brown spider with feathery tufts on its legs, is particularly despised by hikers and hunters because the large golden webs of this species make a sticky trap for the unwary. As is typical with most spiders, there is little real danger from an encounter; the spider will bite only if held or pinched, and the bite itself will produce only localized pain with a slight redness, which quickly goes away. The webs are made in open woods or edges of dense forest, usually attached to trees and low shrubs, although they may be in the tops of trees or between the wires of utility lines. Source: University of Florida, http://entnemdept.ufl.edu/creatures/misc/golden_silk_spider.htm

The *Argiope aurantia* (left above, not to scale) is one of the more conspicuous species of orb-weaving spiders. The species name “aurantia” comes from medieval Latin *aurantium* meaning orange (the fruit). The argiope breeds once a year. They are carnivorous predators, attacking aphids, flies, grasshoppers, mosquitoes, wasps and bees that are trapped in the web. The female spider hangs, head down, in the center of its web while waiting, often holding her legs together in pairs so that it looks as if there are only four of them. When an insect hits the web, the spider feels the vibrations and comes running. As is the case for all spiders, *A. aurantia* has a venomous bite that paralyzes its prey. Source: Galveston County Master Gardeners, http://aggie-horticulture.tamu.edu/galveston/beneficials/beneficial-24_spider_blockandyellow_argiope.htm
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A Framework for Next-Gen Optical Sensors and LEDs

New, highly efficient organic and inorganic light-emitting diodes (OLEDs and LEDs, respectively) and environmental and medical sensors might be made possible by utilizing porous materials known as metal-organic frameworks (MOFs) that combine metallic elements with a diverse range of fluorescent molecules — usually organic molecules — as ligands. The design and synthesis of rigid, fluorescent materials has been a pursuit that could lead to new applications as well as allowing researchers to fine tune the properties of the materials.

Fig. 1. A new tetraphenylethylene-based zirconium MOF exhibits a deep-blue fluorescent emission at 470 nm with a unity quantum yield (99.9 ± 0.5%) under Ar, representing ca. 3600 cm⁻¹ blue shift and tripled radiative decay efficiency vs the linker precursor.
Over the last 50 years, electronic devices have been built around semiconductor elements such as silicon and germanium, or toxic inorganic semiconductors such as gallium arsenide and cadmium sulfide. There are, however, a myriad of fluorescent molecules, known as fluorophores, in the realm of organic chemistry that have interesting opto-electronic properties, which could be exploited as novel glowing sensors and OLEDs/LEDs. Even state-of-the-art molecular materials for such applications usually incorporate elements that are rare in the Earth’s crust, such as lanthanide metals, whereas the new MOFs do not contain such rare elements, promoting sustainability and green chemistry technologies.

Unfortunately, incorporating such molecules into a working device is difficult because these molecules tend to quench their own fluorescence and so produce only weak light. Additionally, blue light emitters that are both efficient and stable remain the most coveted active device materials, especially for OLEDs.

Researchers from Texas A&M University and the University of North Texas now think they have a solution to these problems by using organic components as the fluorophores of the solid frameworks (bright blue-emitting solid MOFs). The team produced rigid fluorescent MOF materials that respond to external stimuli by glowing strongly with no possibility for the fluorophores to dim through quenching, as occurs in solution or even the solid organic molecule without metal coordination.

The team has investigated a newly synthesized MOF based on the organic fluorophore, tetrphenylethylene and clusters of the metal zirconium, present in groups of six. The group carried out studies of the MOF, dubbed PCN-94, using powder x-ray diffraction (PXRD) data collected on XSD beamline 17-BM-B at the APS to help ascertain its rigid structure that is critical to its fluorescence color and circumvention of quenching.

The new MOF glows with a deep-blue fluorescence at a wavelength of 470 nm as peak maximum (Fig. 1). The team reports that PCN-94 is highly efficient, which is quantified by the quantum yield (QY) of the material. They found that the QY of PCN-94 is 99.9 ± 0.5% when held under an unreactive atmosphere of argon gas — even at room temperature, which is both remarkable and unprecedented in fluorescent MOFs! Tetrphenylethylene, when coordinated to zirconium metal in the PCN-94, was showing a blue shift with higher efficiency compared to the isolated tetrphenylethylene molecule, which glows a weaker yellow color at a spectral wavelength of 545 nm as peak maximum.

Moreover, the fluorescence process is over three times as efficient as the isolated tetrphenylethylene (approximately 100% vs 30% in QY) under complete deaeration conditions, whereas under ambient air the improvement in radiative decay and QY is approximately 2x for the solid MOF vs the free ligand. The team expected efficiency to be greatest at the cryogenic chilling temperature of 110 K (about -163° C) because self-quenching of the emission from the fluorophores is inhibited by the lower temperature, i.e., 110 K vs ambient room temperature (about 293 K or 20° C). Paradoxically, however, they saw the fluorescence lifetime — how long the glow lasts — as well as the relative intensity of the light increase as they warmed the solid MOF from cryogenic to room temperature, whereas the solid organic fluorophores follows the normal behavior with lower emission intensity upon heating from cryogenic toward ambient temperatures. The team reports that this unusual fluorescence behavior is perhaps due to the fact that the fluorophores are “frozen” in their twisted connections between the metals in the framework at all temperatures while heating provides thermal assistance to a secondary excitation mechanism from a higher-lying excited state that feeds the blue-fluorescent excited state. In the free organic molecule, however, the twisting becomes more important as the temperature rises (which again impedes quenching).

The team suggests that their discovery of an efficiency boost and the “shift” of the fluorescent glow of the organic unit from yellow to the strongly sought-after deep-blue could open a new strategy for making OLED/LED and sensor materials that are based on this and other related MOFs that the two complementary research groups are currently designing on the heels of this pioneering work as a backdrop.

The field of MOF research has grown rather significantly since the turn of the Millennium and — given that there are dozens of different metals that can be used to build frameworks with thousands of different organic fluorophores — numerous possibilities exist toward building MOFs that fluoresce across the entire visible spectrum with similarly-remarkable efficiency as that of PCN-94 for a wide range of molecular electronic device and sensor applications. — David Bradley
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In certain polymer solar cells, disorder can be a delight.

Fig. 1. Visualization of photovoltaic copolymers. In the foreground is a computer-generated three-dimensional image with an electron donating polymer molecules in yellow and an electron accepting fullerene molecules in blue. Exciton separation occurs at the interface between the two materials. Note the alternately tangled and ordered polymer sections. The left inset is a visualization of high-efficiency charge transfer copolymers such as PT87. This copolymer has small crystalline regions on the order of 2 nm with large areas of disorder between. Fullerene density is high. Single chains can pass multiple separation sites to enhance charge carrier mobility. The right inset shows photovoltaic polymers like P3HT. Here the crystalline areas are larger, on the order of 10 nm, and fullerene density is reduced. Polymer chains are bunched, with a single chain fitting within a 10-nm-diameter sphere. Here, slower exciton separation means more recombination and less efficient electricity production. Image by Jenny Morber and Lin X. Chen based on J.M. Szarko et al., Adv. Funct. Mater. 24, 10 (2014).
Fossil fuels began as sun-powered plants and animals. Wind begins as unevenly heated air. Only recently have we learned how to harvest our electricity directly from sunlight. We do this using the photovoltaic effect — literally “light voltage” — in which solar energy frees charge carriers to move about. A photoelectric device, or solar cell, uses this conversion to generate electrical current. Traditional solar cells are made of stiff semiconductors, but polymer solar cells use long, flexible carbon-based molecules. Polymer solar cells aspire to be everything traditional solar cells are not: lightweight, flexible, simple to produce, environmentally friendly, low-cost, and ubiquitous. Unfortunately, they currently suffer problems with efficiency and stability — enough to all but cancel out their attributes. Recently, a polymer was discovered with excellent solar efficiency, meaning that each bit of sunlight absorbed produces more power than other polymers. Researchers working at the APS went looking for the why. What they found may force others to reevaluate how they select solar cell polymers, and help to create more efficient, market-valuable devices.

The new promising polymer is called PTB7. If these were sports instead of science, PTB7 would be the young upstart and P3HT would be the seasoned champion unceremoniously knocked off the leader board. But how was PTB7 able to perform so well?

To answer their questions, the researchers needed a thorough understanding of both polymers’ structures, and intimate knowledge of how their electrons interact and move in and between their molecules. For structural studies, the researchers from Northwestern University and Argonne turned to the XSD 8-ID-E beamline at the APS. There, the researchers from Northwestern University and Argonne performed grazing-incidence small-angle x-ray scattering (GISAXS) and wide-angle x-ray scattering (GWAXS) measurements, which supplied information such as the presence and size of repeating units with the polymers, and how they were arranged. Polymers are notoriously difficult to probe because their long molecules often tangle like a bowl of spaghetti. The high brightness of the APS x-rays and the state-of-the-art 8-ID-E x-ray beamline enabled the scientists to find tiny crystalline areas inside the tangles.

Current polymer photovoltaics are usually a film of mixed materials. The mixture contains polymers that donate electrons, and soccer ball-like fullerene derivatives that grab electrons (Fig. 1).

An efficient polymer solar cell must do four things well: harvest sunlight to create highly energetic excitons, move excitons to the boundary of the electron donor/acceptor materials, split excitons into positive and negative charges (holes and electrons), and collect these charges at the electrodes to generate current. The interface between electron donor materials and electron acceptor materials act as exciton separation sites. The researchers found that PTB7 excitons separated into electrons and holes more easily than other polymers.

Structural measurements showed that molecules within PTB7 arranged themselves into a much more disordered arrangement than P3HT, whose molecules formed more crystalline blocks. This meant that exciton separation sites were interspersed throughout PTB7, while separation sites in P3HT tended to pack together at the crystallite edges.

Excitons also separated into charge carriers at junctions within PTB7 molecules. This was strange because exciton separation usually occurs at interfaces between donor and acceptor materials. PTB7 molecules were working as both.

The researchers propose that the structural and chemical characteristics of PTB7 help excitons move along and between molecules and to separation sites more efficiently. An exciton travels along the polymer backbone until it comes to a charge acceptor. This acceptor can be an added material, or it can be a polymer segment within the molecule with different electron affinity. With so many available sites, exciton dissociation happens quickly. This super-fast carrier transport decreases instances in which excitons re-combine, leading to more efficient solar to electrical energy generation.

This work is significant because it had been assumed that charge transfer and separation processes within molecules were unimportant for device performance. Here the researchers found that structural and chemical variations caused stark differences in exciton splitting in the two polymers, with intramolecular charge separation playing an important role.

The researchers suggest that others reevaluate the necessary conditions for exciton splitting in photovoltaic polymers, using PCB7 as a model. Greater efficiency is crucial for polymer solar cells to become the solar energy device of choice, and this information brings polymer photovoltaics closer to the consumer market. — Jenny Morber
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**How Atomic Vibrations Stabilize Metallic Vanadium Dioxide**

Materials that undergo metal-to-insulator transitions are of wide practical importance in semiconductor and optoelectronic devices, but their behavior still presents some fundamental challenges for condensed matter theory. Vanadium dioxide, an archetype of such materials, changes from insulator to conductor when heated through 340 K, and the transition is accompanied by a change in lattice structure (Fig. 1). Using both x-ray scattering and spectroscopy measurements at the APS and at the Oak Ridge National Laboratory’s (ORNL’s) Spallation Neutron Source (SNS), respectively, researchers have shown that the phase transition is driven by a large change in the entropy associated with lattice vibrations. This new evidence, backed up by detailed calculations of the bonding in the metallic phase, brings theoretical insight that will be valuable for predictive design of novel materials.

Fig. 1. Left: Monoclinic lattice structure of vanadium dioxide in its insulating phase, with vanadium atoms (blue) paired up in dimers and electrons bound to them. Right: In the conducting phase, large vibrational motions stabilize the tetragonal phase and free up conduction electrons.
In its metallic phase, vanadium dioxide has a tetragonal lattice in which the vanadium atoms form a regularly spaced rectilinear network. On cooling through the transition temperature, the vanadium atoms pair up and the spacing between them becomes unequal, and they lie on zigzag lines. The lattice is now monoclinic. At the same time, the conduction electrons that were free to move throughout the lattice become localized to the paired vanadiums. In this material, as in others of this sort, the fact that both the lattice and electronic configurations change has made it difficult to know whether this is primarily a Peierls transition (driven by electron-lattice interactions) or a Mott transition (driven by electron-electron interactions).

An additional difficulty is that vanadium scatters neutrons incoherently, so that identifying lattice vibration modes through traditional single-crystal inelastic neutron scattering studies is impossible. So a team of researchers from ORNL and Argonne turned to newly-developed x-ray and neutron scattering techniques to shed light on the phonon physics involved in the vanadium dioxide metal-insulator transition.

Using powder-averaged neutron spectroscopy measurements at the SNS, the team found that a high density of soft phonons, with energies around 12 meV, appears in the vanadium dioxide lattice as it goes from insulator to metal. Ab initio calculations of lattice vibrations provided good agreement with the measured phonon density of states, provided that a significant degree of anharmonicity was included in the interatomic potential. Through these calculations the researchers were able to conclude that the appearance of low-energy phonons accounts for about two-thirds of the entropy change of the transition.

X-ray thermal diffuse scattering measurements at XSD beamline 30-ID-B,C at the APS identified these phonons as coherent vibrations of the vanadium atoms associated with particular lattice periodicities (wave vectors).

But the team had only an incomplete picture of the phonons: the neutron studies revealed their energy, and the diffuse x-ray scattering their wavevectors, but more work was needed to put those two things together.

The team therefore conducted inelastic x-ray scattering measurement with the HERIX spectrometer at XSD beamline 30-ID-B,C, where the instrumentation can detect energy changes in kiloelectronvolt x-rays with millielectronvolt resolution while also recording the direction of scattered photons. The energy measurements found that the low-energy photons, associated with motions of the vanadium atoms, had unusually broad and asymmetric peaks, indicating very short phonon lifetimes and strong damping. The phonon dispersion spectrum in metallic vanadium dioxide is similar to that in titanium dioxide (rutile), which has the same tetragonal structure, but is shifted to lower energies. The amplitude of the vanadium atomic vibrations is correspondingly remarkably large, about 0.02 nm, and not much less than the shift in vanadium positions that occurs in the transition from the monoclinic to the tetragonal lattice.

Combining the new experimental data with calculations of lattice motion, the team concludes that large amplitude vibrations of the vanadium atoms stabilize the tetragonal structure above 340 K. Below that transition temperature, by contrast, the lattice is distorted by a Peierls instability that causes conduction electrons to localize to paired vanadium atoms. The researchers say that this detailed understanding of the relationship between changes in electronic and lattice structure will be helpful in efforts to refine the performance of metal oxides in practical applications.

— David Lindley
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CRACKING THE PUZZLE OF MATERIAL FAILURE
Understanding how cracks spread through a material is important for predicting how long a structure might last before breaking, as well as for designing new materials more resistant to failure. Researchers have long been able to watch a crack spread along a surface, but because cracks propagate in three dimensions (3-D), such two-dimensional (2-D) studies missed crucial information. Some 3-D methods use x-rays or electron beams to characterize the structure of the cracked crystals that make up the material, but these tend to study only a portion of a crack and typically have no information about its 3-D evolution over time. Researchers using the high-brightness, highly penetrating x-rays from the APS have combined experimental methods to obtain high-resolution, quantitative measurements of the events involved in material cracking, and link the measurements to a history of how a crack evolved.

The cracks in question are microstructurally small, meaning that their dimensions are on the order of the grain size in a crystalline material, and that their growth is sensitive to the crystalline structure; the way local grains respond to forces at the leading edge of the crack will determine the next step in the crack’s evolution. The researchers — from Cornell University, Lawrence Livermore National Laboratory, and Carnegie Mellon University, — studied an aluminum-magnesium-silicon alloy used as a liner in a container that stores pressurized fluids.

They started by taking a small sample of the alloy, 9.5 mm x 44.5 mm x 1.75 mm with a region in the center milled down to a thickness of 400 µm, where they hoped a crack would form. They alternately applied and released tension to the sample, generating a series of marker bands that let them calibrate how the crack grew over time. They periodically imaged the sample using a scanning electron microscope (SEM) to see how far the crack had spread on the visible surface. Once the sample broke in two, they used the marker bands and SEM images to map the crack history and trace the crack to the site where it originated.

Next, they bonded the two halves back-to-back for ease of imaging and mounted the sample at the XSD 1-ID-B,C,E beamline at the APS. They performed x-ray computed tomography (CT), taking approximately 900 tomograms as they rotated the sample 180°, then stacked the 2-D images together to reconstruct 3-D images of the exposed crack surfaces.

The team also used the beamline to perform near-field, high-energy x-ray diffraction microscopy (HEDM). That technique yielded 3-D maps of the grain shapes and orientations, letting the researchers see whether the crack had grown within grains or along boundaries between grains.

Combining the fracture map, the x-ray CT, and the HEDM provided an unprecedented view of crack evolution from a “naturally” initiated crack (Fig. 1). The collected data can now be used to run a computer simulation of cracking, which will help scientists learn what factors control a crack’s evolution in 3-D. They may discover, for example, how big a crack has to grow before forces acting on the bulk of a material become more important than the local microstructure in directing the fracture.

The researchers would like to validate their findings with other aluminum alloys, as well as with other materials, though in some it may be difficult to create the marker bands. There is still much to learn about microstructurally small cracks, the researchers say, but the fact that the APS beamline enables 3-D studies of materials that are actually used in real engineering applications could advance the science significantly.

— Neil Savage
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Lithium-sulfur (Li-S) batteries are promising for the next generation of energy storage devices, for potential use in electric vehicles, and to capture renewable energy generated by solar and wind power. They can have three to five times the energy of a comparable lithium-ion battery, and sulfur is lightweight and inexpensive. But the efficiency of Li-S batteries drops quickly, and their lifetimes currently are too short for commercial use. Part of the reason is that sulfur forms compounds, polysulfides, which dissolve in the battery’s electrolyte, then travel back and forth between the positive and negative electrodes, undergoing chemical reactions that reduce the efficiency of the cell, a phenomenon known as the “shuttle effect.” Two teams of researchers have proposed different solutions to these problems, and used user facilities including the APS to test their ideas. Graphic above from P. Zhu et al., J. Phys. Chem. C 118, 7765 (2014). © 2014 American Chemical Society. All rights reserved.
One team of scientists from The Pennsylvania State University, the National Institute of Standards and Technology (NIST), and Argonne developed a cathode material that trapped the new sulfur species and reduced the shuttle effect [1]. They created their cathode out of mesoporous carbon, studded with pores between 2 nm and 50 nm in size, which they doped with nitrogen. Sulfur molecules are adsorbed in the pores and immobilized, unable to return to the electrolyte, and during subsequent charge-discharge cycles, the battery retained approximately 99.5% of its capacity. The researchers wanted to understand why the carbon doped with nitrogen achieved a higher capacity retention than undoped mesoporous carbon.

The researchers started with doped and undoped samples of the carbon, then added sulfur to simulate battery performance and performed x-ray absorption near-edge structure (XANES) spectroscopy on the samples. They used the NIST U7A beamline at Brookhaven National Laboratory to determine the coordination structures of the carbon, nitrogen, and oxygen elements on the carbon cathode materials before and after sulfur loading. To measure the sulfur, they performed the same procedure with the XSD 9-BM-B,C beamline at APS, which provided the higher-energy x-rays needed to produce spectra from that element.

The team looked at the chemical environment of the nitrogen before and after the sulfur was adsorbed and saw no change, which showed that the nitrogen was not directly forming chemical bonds with the sulfur to immobilize it. There was, however, a change in the oxygen functional group and an increase in sulfates in the nitrogen-doped sample. The team’s theory is that the presence of the nitrogen weakens the double bond between carbon and oxygen, rendering the carbon more reactive with the sulfur.

The second team of scientists from the University of Waterloo (Canada) and BASF SE (Germany), and Argonne attacked the problem with a new class of electrolytes, consisting of a solvent-salt complex and a highly fluorinated ether [2]. The electrolyte, they expected, would be less likely to dissolve the polysulfides, thus limiting their ability to participate in the shuttle effect. The trick was to make an electrolyte with low solubility to control the polysulfides, but also low enough viscosity that the lithium ion carrier could move easily between the electrodes. The researchers made several electrolytes with different chemistries, then measured their viscosity and conductance.

They built coin-style batteries with their materials, and brought them to the 9-BM-B,C beamline at the APS, where they performed XANES spectroscopy while the batteries continuously charged and discharged (Fig. 1). The experiment confirmed the mechanism at work: the polysulfides were, in fact, formed.

However, the researchers found that the polysulfides’ limited dissolution and mobility in the electrolyte strongly affected their equilibria processes, so that Li-S precipitated in a smoother, more controlled way than in the traditional electrolyte, allowing the battery to reach almost its theoretical capacity. The non-solvent electrolyte also prevents the polysulfides from migrating away from the positive electrode, eliminating the drop in capacity caused by the shuttle effect.

The knowledge the teams gained from their work will help them to design even better electrolytes, and suggests ways they might change the architecture of the electrodes to handle even more sulfur, thus increasing the energy density of the battery. — Neil Savage
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Lithium-ion (Li-ion) batteries provide the juice for many portable electronic devices. These rechargeable batteries offer several advantages, such as a high energy density and low maintenance. But like all batteries, they degrade over time. The constant charging and discharging of a lithium-ion battery causes volume contraction and expansion inside electrode components. This mechanical strain can eventually lead to cracking and is one of the main causes of Li-ion battery failure. To better understand the impact of strain, researchers have produced the first three-dimensional mapping of atom-level strain inside metal oxide nanoparticles that store and release charge. The experiments, performed at the APS, show that strain is not uniform across these battery components. These precise nanoscale images may help in optimizing the shape and size of nanoparticles, so that strain is less of a drain on battery life.

Fig. 1. (a) Coherent x-rays are produced that illuminate the sample and scatter to give (b) a coherent diffraction pattern from a particular cathode particle. (c) Electron microscopy image of the pristine cathode powder and (d) unit cell for the cathode material. From A. Ulvestad et al., Appl. Phys. Lett. 104, 073108 (2014)
Lithium (from the Greek word for stone, “lithos”) was discovered in the mineral petalite by Johann August Arfwedson in 1817. It was first isolated by William Thomas Brande and Sir Humphry Davy through the electrolysis of lithium oxide. Today, larger amounts of the metal are obtained through the electrolysis of lithium chloride. Lithium is not found free in nature and makes up only 0.0007% of the Earth’s crust. Many uses have been found for lithium and its compounds. Lithium has the highest specific heat of any solid element and is used in heat transfer applications. It is used to make special glasses and ceramics, including the 200-in. mirror in the Hale Telescope at the Palomar Observatory in California. Lithium is the lightest known metal and can be alloyed with aluminum, copper, manganese, and cadmium to make strong, lightweight metals for aircraft. Lithium hydroxide is used to remove carbon dioxide from the atmosphere of spacecraft. Lithium stearate is used as a general purpose and high-temperature lubricant. Lithium carbonate is used as a drug to treat manic depression disorder. Lithium reacts with water, but not as violently as sodium. Source: Jefferson Lab, “It’s Elemental,” http://education.jlab.org/itselemental/ele003.html. Hale Telescope photo by Paul Vladuchick, https://www.flickr.com/photos/vladdythephotogeek/3828538652/

Like most batteries, the Li-ion variety consist of a cathode and an anode separated by an electrolyte. The cathode in this case is made of a lithium metal oxide that allows lithium ions – which are the battery’s charge carriers – to leave and reenter. To facilitate this ion movement, the metal oxide is routinely fabricated as a powder of small particles that are micrometers or nanometers in size. During charging, lithium ions diffuse out of these particles and travel through the electrolyte to the anode, which is often some form of carbon such as graphite. The loss of lithium in the cathode particles results in a contraction of their crystal structure. When the battery starts to discharge, the lithium ions flow back into the particles, causing them to re-expand. The strain from this cycling of ions into and out of the cathode material may induce structural damage. For this reason, battery manufacturers are interested in understanding how and where strain occurs.

To see the strain inside nanoscale particles, researchers from the University of California, San Diego; Argonne; Los Alamos National Laboratory; and New Mexico State University employed coherent x-ray diffraction imaging (CXDI) at the XSD 34-ID-C beamline at the APS. This relatively new technique was developed to take images of nanosized objects, like gold nanoparticles and semiconductor quantum dots. The beam used in CXDI is formed by extracting a small fraction of coherent light from the APS x-ray output (see top of Fig. 1). The 34-ID-C beamline is optimized for performing CXDI, with a set of curved Kirkpatrick-Baez mirrors for focusing the synchrotron light on a sample. When the coherent x-rays scatter off the sample’s atoms, they produce a high-precision diffraction pattern, which can be transformed – through a computer algorithm – into a three-dimensional map of the crystal structure in the sample.

For their experiments, the research team chose to look at cathode materials called spinels, which are used in special high-performance batteries. Spinels are a type of oxide with a specific cubic crystal lattice structure. In spinels containing lithium, this cubic structure allows lithium ions to diffuse out in three different directions, as compared to a single direction in other metal oxide materials. This greater ion mobility results in a higher voltage for spinel-based batteries than for the more common lithium cobalt oxide battery. A further advantage of spinels is that they don’t require environmentally hazardous materials in their fabrication.

The researchers performed CXDI experiments on nanoparticles made from the spinel material lithium-nickel-manganese-oxide. By examining the asymmetrical shape of Bragg peaks in the diffraction pattern, the team recovered the strain inside single nanoparticles that were isolated from both a prepared powder sample and a coin cell battery (see bottom of the Fig. 1).

The maximum strain was measured to be around one part in 103, which is about ten times the strain found in gold nanoparticles of similar size. Interestingly, the strain was not uniform across the nanoparticles. The research team assumed this inhomogeneity was due to differing concentrations of lithium ions in the crystal structure. This would imply that lithium diffuses out of the nanoparticles in a non-uniform way, contradicting certain theoretical models that predict diffusion proceeds uniformly from the surface to the core.

Subsequent work with CXDI techniques has shown how strain evolves over time in these spinel materials as they cycle through charge and discharge. By experimenting with different nanoparticle shapes and sizes, the researchers hope to find ways to limit the effects of strain. — Michael Schirber
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HOW IONS CYCLE AT HIGH RATES INSIDE OF LITHIUM-ION BATTERIES

A lithium-ion battery gets its name from the fact that it charges and discharges by shuttling lithium ions back and forth through an electrolyte in passing between the battery’s cathode and anode electrodes. The reversibility of the charge and discharge process ensures the energy received from an external source of electrical power upon charging can be delivered during discharge. Many emerging applications, such as powering electric vehicles, require cathode materials to release lithium ions very quickly while charging and then swiftly reincorporate them when the battery discharges upon use. Nanoparticulate lithium iron phosphate (LiFePO₄) cathodes are commercially important because they do that with ease, yet until recently scientists did not understand why. That understanding came thanks to work by an international team of researchers utilizing the APS.

The difficulty was that, although LiFePO₄ nanoparticulate cathodes cycle lithium ions very quickly, the reason this occurred remained unclear, if the results of previous ex situ investigations told the whole story. Those investigations, which studied the cathodes before and after but not while cycling, suggested that cycling induced a LiFePO₄-FePO₄ phase transition, implying that a moving phase boundary formed and then swept back and forth across the nanoparticles. Yet such phase transitions usually proceed very slowly, providing no explanation for the cathodes’ great cycling speed.

To find out what was going on, the researchers from the University of Cambridge (UK), Argonne, and Stony Brook University utilized XSD beamline 17-BM-B at the APS to perform in situ synchrotron x-ray powder diffraction (XRD) measurements on LiFePO₄ cathodes as they were being cycled at high rates while inside LiFePO₄-Li battery cells. The XRD patterns showed the expected disappearance of LiFePO₄ Bragg reflections on charging and the simultaneous formation of FePO₄ reflections.

But they also showed reflections in between indicating that particles with lattice parameters deviating from the equilibrium values of LiFePO₄ and FePO₄ were being formed (Fig. 1). This phenomenon was even more pronounced at high currents.

The researchers then compared their experimental results with simu-
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Magnetic data storage on hard drives is running into a brick wall. After continually improving through the years, the technology has now reached a density limit on the tiny magnetic grains that represent 1s and 0s: if they get any smaller they will become thermally unstable, flipping randomly and corrupting data. One potential solution is to use grains with high magnetic anisotropy, which are directionally dependent. The magnetization of such grains is very stable and hard to flip at the temperature of data storage. But writing data onto such stable magnetic grains also becomes a challenge, requiring either a very high magnetic field or heated grains. The heating approach seems to be more practical with existing technology, so a team of researchers used the APS to better understand how heat moves through the layers of metal and ceramic in next-generation high-density hard drives. The results of their research could lead to heat assisted magnetic recording (HAMR) devices with much higher density information storage than is currently available.

One attractive candidate for HAMR devices is iron-platinum (FePt) magnetic thin film. FePt has high magnetic anisotropy and high corrosion resistance, making it both stable and long lasting. To record on such a material, it is heated with a laser to reduce the magnetic field necessary to flip the magnetization direction of the magnetic grains, and data is written into it with a magnetic writing head. Then the FePt must be rapidly cooled to fix the magnetization in place. This can be done by layering a heat sink, such as silver, underneath the FePt. Silver (Ag) is particularly good because its crystallographic structure is compatible with the desirable growth direction of the magnetic FePt layer. Such metal-metal layers need to be supported on a substrate; for this experiment, the researchers supported the FePt and Ag layers on top of a ceramic, magnesium oxide.

Heat moves differently through the interfaces of metal-to-metal and metal-to-ceramic. In metals, heat travels primarily via electrons, while phonons (vibrations moving through the atomic structure of a material) conduct heat in ceramics. If heat conducts in unexpected ways at the interface between metal and ceramic, this could complicate the operation of a HAMR device. The researchers in this study from Argonne, the National University of Singapore, and Chonbuk National University (Republic of Korea) probed the FePt-Ag and Ag-MgO interfaces at sub-

---

Fig. 1. The contour plots of the FePt diffraction peak as a function of the time delay between x-ray and laser pulses from -264 ps to 1038 ps are shown in (a) for Ta/FePt/MgO and (c) for Ta/FePt/Ag/MgO. (b) and (d) show the diffraction curves at three marked time delays with corresponding colors (black, blue, and red), highlighting the Bragg peak’s shift in energy when the laser was applied. The diffraction peak shifted to lower energy (arrow from black to blue) indicates the lattice expansion during heating, whereas the peak shifting to higher energy (arrow from blue to red) indicates the contraction of expanded lattice in cooling. From D.B. Xu et al., J. Appl. Phys. 115 (24), 243907 (2014).
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labeled XRD patterns and found that the lattice parameter variation could not be explained by a moving LiFePO$_4$-FePO$_4$ interface within the particles. Instead, the results indicated a continuous compositional variation either within or between the particles. This is only plausible if a solid solution was being formed — in this case, only under nonequilibrium conditions.

The researchers finally adapted a whole-pattern fitting method to quantify the compositional variation in the electrodes during cycling. The results demonstrated the formation of a nonequilibrium solid solution phase, Li$_x$FePO$_4$ ($0 < x < 1$), during high-rate cycling, with compositions spanning the entire range between the two thermodynamic phases, LiFePO$_4$ and FePO$_4$. This showed that, at least at high rates, phase transformations in nanoparticulate LiFePO$_4$ proceed via a continuous change in structure rather than a distinct moving phase boundary between LiFePO$_4$ and FePO$_4$. The ability of LiFePO$_4$ to transform via a nonequilibrium single-phase solid solution that avoids major structural rearrangements across a moving interface helps to explain its high-rate performance despite the very limited solubility of lithium in LiFePO$_4$ and FePO$_4$ at room temperature. The existence of nonequilibrium solid solution phases may also underpin the high-rate capability of other materials that nominally operate via two-phase reactions. This result additionally suggests that the creation of a low-energy nonequilibrium path by, for example, particle size reduction or cation doping could enable the high-rate capabilities of other phase-transforming electrode materials. — Vic Comello

See: Hao Liu$^1$, Fiona C. Strobridge$^1$, Olaf J. Borickiewicz$^2$, Kamila M. Wiaderek$^2$, Karen W. Chapman$^2$, Peter J. Chupas$^2$, Clare P. Grey$^{1,3}$.
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nanosecond timescales. The goal was to more precisely understand how electron- and phonon-heat transport couple at the interfaces, and how heat moves through these interfaces over time.

The researchers pulsed a laser beam onto the FePt layer to heat it, and then performed picosecond time-resolved laser pump/x-ray probe diffraction to trace the heat as it moved through the samples (Fig. 1). They used the XSD 20-ID-B,C beamline at the APS because of its excellent set-up both for x-ray scattering and spectroscopy, and because the scientists working on that beamline are always ready to modify the existing setup to explore new experiments.

The team found that the laser transferred heat energy to electrons a few hundred femtoseconds after the pulse. The heat energy was transferred through the entire FePt film within a few picoseconds via electron diffusion.

The researchers believe that two mechanisms of thermal transport are coupling at the metal-nonmetal interface. Electrons and phonons exchange the thermal energy within the metal layer first, and the energy then transfers from the metal to the ceramic through phonon-phonon interactions.

Of the current technologies under consideration for next-generation magnetic recording, HAMR is the most compatible with current hard drive architecture and manufacturing capabilities. HAMR devices could break the current storage wall, allowing data stor-
Many amorphous metal-oxide semiconductor materials are transparent and have potential in optoelectronic devices in which transparency and the ability to transmit light is just as important as the ability to carry a current, a flow of electrons. The fact that these materials are amorphous, with no crystalline order, also means that they cannot, by definition, have crystal structure defects, which also means greater electron mobility and faster operation with no barriers thrown up by random defects. In addition, amorphous materials can be grown at low temperatures, thereby reducing thermally induced defects during fabrication.

Other researchers have worked with amorphous indium-gallium-zinc-oxide, but the researchers in this study from the Massachusetts Institute of Technology, Harvard University, Chonnam National University (South Korea), and the Illinois Institute of Technology point out that indium and gallium are much more expensive than other metals with potential such as tin, as well as having toxicity problems. This makes indium and gallium compounds less attractive overall for consumer products from both the end-user safety perspective and in terms of recycling and disposal when the device reaches end of life. The team believes that with appropriate structural control and the right setup tin might provide the necessary electron mobility and transparency characteristics to displace its indium or gallium counterparts.

Indeed, other researchers have investigated methods for making high-quality zinc tin oxide films including sol-gel methods, sputtering, pulsed laser deposition, and the most promising: atomic layer deposition (ALD). The team explains that ALD allows them to control more precisely the exact proportions of each element as they are deposited on the thin layer, which is being grown on a smooth quartz surface at 120°C from the organometallic starting materials diethylzinc and a cyclic tin amide compound.

Specifically, controlling the ratio of tin to zinc atoms allows optoelectronic properties to be tuned and optimized for solid-state device applications. The significant impact of the zinc/tin ratio of a-ZTO thin film on device performance suggests a strong correlation between the atomic structure and electronic transport properties of the films. Because amorphous materials can exhibit a continuum of structures, a local probe is required.

The team used synchrotron x-ray absorption spectroscopy (XAS) at the MR-CAT 10-ID-B beamline to probe the chemical environment of zinc and tin atoms and investigate how the local atomic structure of an amorphous thin film of a-ZTO affects its electron transport properties (Fig. 1). Both quantitative extended x-ray absorption fine structure and qualitative x-ray absorption near-edge structure

Fig. 1. Field-effect and Hall-effect mobilities and pseudo-Debye-Waller factors are plotted against film composition, [Sn]/([Sn]+[Zn]).

Fig. 2. XANES spectra at (a) Zn and (b) Sn K-edges.
The designers of nuclear fission reactors would like to use steel that can last longer in the high temperatures and radiation produced in the crucible of nuclear reactions. Scientists know that yttrium, titanium, and oxygen within a steel alloy can form nanoscale features that make the metal less susceptible to cracking and weakening, but the details of those features are not well understood. Now researchers have used the APS to better understand how oxide nanostructures form in steel alloys, which could lead to the creation of even more durable steel.

Fig. 1. A schematic representation of bulk steel shows grain boundaries (black lines) and nanofeatures (circles). The researchers in this study postulate that the nanofeatures’ structure (above) consists mainly of yttrium oxide surrounded by titanium oxide (blue=yttrium, gray=titanium, red=oxygen).
Titanium (Ti) within the steel can remain in the metallic steel matrix, or can combine with yttrium (Y) and oxygen (O) into complex oxide compounds, creating tiny structures within the alloy. These nanofeatures block incipient cracks and helium bubbles (which are produced in the steel by the nuclear reaction) from spreading and weakening the metal.

By using x-ray absorption spectroscopy, researchers from the Illinois Institute of Technology and the University of California, Santa Barbara, have discovered that titanium atoms migrate from the steel matrix to the surface of the alloy. These nanofeatures block incipient cracks and helium bubbles (which are produced in the steel by the nuclear reaction) from spreading and weakening the metal.

The researchers began with a powdered alloy, into which they mixed yttrium-trioxide (Y2O3) by ball-milling the powders together for 8 h in an inert argon atmosphere. The elements involved don’t form alloys chemically, but the ball milling dispersed the Y2O3 throughout the steel and created a mechanical alloy. The powders were annealed at 850°C, 1000°C, or 1150°C, as well as hot pressed at 1150°C at a pressure of 200 MPa.

These samples, along with commercial steel alloys manufactured in Japan, were studied using high-brightness x-rays at the APS. The characteristic absorption energies of Y and Ti are very different and required the use of two separate beam lines: the MR-CAT 10-ID-B beamline to examine the Y in the samples and the XSD 9-BM beamline to study the Ti, with a method called extended x-ray absorption fine-structure spectroscopy. The researchers found that the oxidation state and the local structural environment of Ti changed most during processing.

They found no difference between the characteristics of the annealed and hot-pressed powders. The results showed that nearly all of the Ti in the milled powder started in a metallic state, but was mostly oxidized during the hot-pressing or annealing process. Additionally, powders that were treated at higher temperatures showed somewhat more oxidation of the Ti than at lower temperatures. In contrast, the Ti in the commercial alloys was found to be mostly in the metallic steel matrix.

The results were consistent with the possibility that the Ti, Y, and O had formed one of several compounds such as Y2Ti2O7, but there was also evidence that the titanium had formed a shell around the surface of an yttrium-oxide nanoparticle.

With this new understanding of the differences between these newly prepared alloys and the proprietary commercial steels, it will be possible to evaluate how the structure and composition of the nanofeatures affect the durability and performance of such advanced steels under irradiation.

Eventually, this work may allow engineers to produce steel alloys that are more durable for the nuclear reactors of the future. — Neil Savage
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Keeping the LN$_2$ Flowing to APS Users

Liquid nitrogen (LN$_2$) is an essential commodity at the APS because it is utilized for cooling experimental equipment and samples. To facilitate easy access to LN$_2$ for users, a fully automated liquid nitrogen distribution system (LND$S$) was installed in 1999.

The original system consists of four separate modules, each of which supplies LN$_2$ to 25% of the sectors in the APS experiment hall. Each module includes a 3000-gal LN$_2$ storage tank, vacuum jacketed piping, valves, and automatic controls.

Each module maintains a steady supply of LN$_2$ to the beamlines through a manifold system that encircles the inside perimeter of the experiment hall. The modules operate independently of each other but can be connected to adjacent modules through a series of interconnect valves. These connections allow one module to supply LN$_2$ to the beamlines of an adjacent module if the need arises.

The demand for LN$_2$ has substantially increased since the system was originally installed. Prior to recent improvements, some of the 3000-gal tanks required daily filling.

For various reasons (e.g., mechanical problems with delivery trucks) delivery to these tanks was occasionally delayed. To prevent the tanks from running completely empty, they were valved out of the system when they reached a predetermined minimum level. To ensure a steady delivery of LN$_2$ to the affected beamlines, the interconnect valve from the adjacent module was opened. In each instance, when the interconnect valves were opened, the LN$_2$ supply to several beamlines was affected.

To reduce the likelihood of tanks running low again, larger tanks were installed. The two highest usage tanks were replaced with 9000-gal tanks (Fig. 1) during the 2014 April-May maintenance shutdown of the APS electron accelerator. These tanks will now last three days or more before they require a refill.

Figure 2 illustrates the tank level vs. days of use for the 3000-gal and 9000-gal tanks. Under normal conditions, the tanks are not allowed to fall below the 3/8-full level, which allows for a reserve margin. The new tanks provide approximately a two-day reserve at current usage levels. Additionally, to assist the supplier in maintaining proper tank levels, telemetry units were installed on each tank. These devices are solar powered and supply level and pressure data directly to the supplier in real time using cellular technology.

In addition to the tank upgrade, the APS has also completed an upgrade to the LND$S$ control systems for each module. The original controls were no longer supported by the manufacturer and new spare parts were unavailable. The new control systems are PLC-based and use touch-screen displays and interfaces. These new controls provide a greater level of flexibility to modify or add controls, improve system reliability, and increase the availability of spare parts.

The new system is performing well. Since installation, there have been no low-level LN$_2$ conditions observed. The reorder process has become automatic; the LN$_2$ supplier receives the tank level data via the telemetry units and initiates an order 8 h in advance of the predicted 3/8-full level. This allows ample time for refilling the tanks. In practice, the tanks are usually refilled at about 50% of full level. This leaves about a 2.5-day safety margin before the tanks run low.

Contact: Jeffrey Toeller, jtoeller@anl.gov

Fig. 1. One of the 9000-gal LN$_2$ tanks.

Fig. 2. Typical liquid nitrogen consumption and refill cycle for the “C” Module tank before and after the larger tank was installed.
SOFT MATERIALS & LIQUIDS
PROBING THE GEOMETRY OF WETTING RIDGES IN SOFT SOLIDS
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When a soft, elastic semisolid natural or synthetic material such as a thin film, fiber, or gel gets wet, interfacial tensions between its surface, the wetting liquid, and the surrounding air can create ripples, wrinkles, and other deformations. These deformations can profoundly affect a material’s behavior, causing problems when it is used in applications such as microfluidic devices and inkjet printing. Recent work by a group of researchers utilizing the APS has achieved direct visualization of the previously uncharacterized wetting ridge tip, shedding new light on the miniscule geometry of moisture on soft solid surfaces and revealing the presence of a “wetting ridge” structure at the liquid-surface interface.

Traditionally, Young’s modulus, which is a measure of the stiffness of an elastic material and is used to describe the elastic properties of objects like wires, rods or columns when they are stretched or compressed, has been employed quite successfully to explain wetting behavior on solid materials. When it comes to semisoft materials, however, Young’s modulus fails to provide the full picture, because it does not take into account the component of vertical surface tension that gives rise to the wetting ridge structure. To allow a more accurate characterization of wetting on soft surfaces, various attempts have been made to directly visualize the wetting ridge through optical microscopy techniques, but light scattering in the interfacial regions inevitably limited the resolution of the images, making the ridge tip impossible to see.

The experimenters in this study from the Pohang University of Science and Technology (South Korea) and the SKKU Advanced Institute of Nanotechnology (South Korea) utilized transmission x-ray microscopy (TXM) at the XSD 32-ID-B,C beamline of the APS (see page 179) to overcome these difficulties, allowing the team to precisely measure the geometry of the wetting ridge tip and devise a basic theoretical approach for describing the wetting behavior of soft solids. Because of the high temporal resolution of TXM, they were also able to obtain real-time movies of the formation of wetting ridges during the growth process.

The team focused on drops of water and a 40% ethylene glycol solution on a silicone gel or polydimethylsiloxane surface. They found that the wetting ridge consisted of a bent cusp with an asymmetric tip rotated toward the liquid-vapor (air) interface. The shape of the ridge tip in various samples was nearly identical despite variations in elasticity (E) or the height of the ridge. Using the surface profiles they were able to determine from the TXM imaging, the researchers attempted to fit them with three different linear elastic models.

Neither the de Gennes/Shanahan model nor the Limat model matched well with the experimental data. The former could not be applied to the cusp regions, while the latter could not adequately account for the asymmetric surface energies observed. The Style and Dufresne model proved to fit most closely with experimental observations, although not with respect to the asymmetric microscopic contact angles of the wetting ridge tips.

To reconcile the differences between theoretical models and their experimental data, the researchers settled on a dual-scale approach that simultaneously links Young’s modulus with respect to the macroscopic contact angles and Neuman’s law for the microscopic contact angles. This also accounts for the invariant geometry of the asymmetric ridge tips, which seems to result from macroscopic and microscopic force balances.

The team notes that their characterization of the wetting ridge geometry, achieved here for the first time in unprecedented detail and accuracy, can provide a good general framework for a useful new approach to the description of wetting behavior and the measurement of surface stresses on soft solid materials. The experiments also demonstrate the great utility of TXM for further investigation of a variety of wetting phenomena involving soft solids.

Such work promises to be valuable not only for industrial applications such as microfluidics but also in the study of biological microenvironments and biomechanical processes.

— Mark Wolverton

See: Su Ji Park1, Byung Mook Weon2, Ji San Lee3, Junho Lee1, Jinkyung Kim1, and Jung Ho Je4*, “Visualization of asymmetric wetting ridges on soft solids with X-ray microscopy,” Nat. Commun. 5, 4369 (2014). DOI: 10.1038/ncomms5369
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Tracking the Strain of Deforming Gels

The failure of a solid object when subjected to a load can have dramatic and even tragic consequences but is often difficult to predict. A solid's strength and its behavior when it fails are directly related to its microscopic structure. Most of our knowledge about materials' microstructures comes from measurements taken when they are at rest, leaving out crucial information about how microstructure changes during non-equilibrium processes such as mechanical deformation and failure. Hoping to learn more about these changes, researchers used x-ray photon correlation spectroscopy (XPCS) at the APS to measure the nanoscale dynamics of a concentrated colloidal gel subjected to oscillatory shear. The gel was found to undergo a sharp transition to irreversible microscopic deformation at a threshold strain amplitude (near 7%). However, macroscopically strain softening occurred well below this threshold. These XPCS measurements under in situ strain provide clues to the nanoscale roots underlying the observed fundamental properties of bulk materials and show XPCS to be a valuable tool in studying and assessing the structural dynamics associated with yielding in nanostructured soft solids.

Fig. 1. Image of the coherent x-ray scattering intensity from a concentrated nanocolloidal gel under oscillatory shear. The incident beam position, corresponding to $q = 0$, is obscured by the shadow of the beam stop in the upper right. The wave-vector directions parallel to the flow direction $q_v$ and parallel to the vorticity direction $q_\omega$ are indicated by arrows. Regions of approximately fixed wave vector, such as those shown by the red boxes, were analyzed to identify changes in the speckle pattern due to shear-induced irreversible microscopic rearrangements. These two partitions are located at $q = 0.19$ nm$^{-1}$. 
Solid objects subjected to stress possess an elastic limit above which the material structure undergoes plastic, or irreversible, changes. The intrinsic disorder of the structure of amorphous solids, such as glasses and gels, makes identifying these changes difficult at best. Microstructural changes can be captured dynamically with XPCS thanks to the high-intensity x-ray beam produced by synchrotrons such as the APS. Researchers from the University of Ottawa (Canada), Johns Hopkins University, Argonne, and the Florida A&M University-Florida State University College of Engineering used XPS beamline 8-ID-I of the APS for their XPCS study of a concentrated nanocolloidal gel subjected to an oscillating shear strain, creating an x-ray speckle pattern captured by a charge-coupled device camera (Fig. 1).

If the deformation of the gel during the shear had been completely reversible, the material’s scattering particles would have returned to their original positions after the completion of each shear cycle, causing the x-ray speckle pattern to recover its original configuration. Upon successive applications of shear, the speckle pattern would have displayed “echoes.”

But these studies showed that shearing with sufficient amplitude induced some particles to fail to return to their original positions, so the recovery of the speckle pattern was imperfect (Fig. 2), and patterns separated by increasing number of cycles showed more and more differences, indicating nanometer-scale structural irreversibility and the beginning stages of fluid-like flow.

Typical for such materials, the gels were observed to yield – that is, to deform plastically – at a strain amplitude near 5%, a level of strain normally associated with initial bond-breaking events. The speckle pattern echoes decreased sharply between strain amplitudes of 6% and 8%, indicating a transition to irreversible deformation at a strain threshold of 7%.

For strains even well below the threshold, the researchers observed softening — the reduction in the apparent strength of the gel to resist deformation. This phenomenon suggests the existence of a range of strains at which the gel structural response to stress is nonlinear, yet the microscopic deformations are still fully reversible.

While this type of behavior has previously been reported in repulsive colloidal glass systems, it can now be generalized to systems with attractive particle interactions, such as the nanocolloidal gel under study.

At high shear intensity, the entire gel sample eventually undergoes irreversible rearrangement. That is, when viewed over multiple shear cycles, the irreversible rearrangements were not isolated to a portion of the gel as is seen in shear banding; rather, they were distributed randomly throughout the structure.

The XPCS measurements indicate the size of the speckle pattern echoes also depended on the angle through which the x-rays scattered off the gel, and this dependence reveals a power-law distribution in the size of regions undergoing shear-induced rearrangement, similar to the power-law distribution observed for earthquake magnitudes.

--- Chris Palmer
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Wet Granules are Like Glass

Fig. 1. A sequence of cross-sections of the arrangement of wet glass beads, taken from x-ray microtomography images, shows the evolution of structure as the system is repeatedly tapped. From a to f, the number of taps is 0, 10, 40, 100, 1,000 and 5,000. Scale bar at bottom right is 1 mm.
Glasses, gels, and collections of granular particles display similarities in both structure and dynamics. The components of all these systems show a variety of short- and long-range ordering, form local structures with various symmetries, and exhibit dynamic frustration mechanisms that prevent the formation of more orderly arrangements. Going back to the 1960s, researchers have studied granular packing of dry materials in order to gain insight into the behavior of liquids and glasses. Tapping such a system causes its structure to evolve as the granules shift around, but that evolution can be blocked when the particles get stuck in clumps that resist further shifting. Geometrical frustration of this sort is also characteristic of glasses. However, glasses typically also have attractive or repulsive intermolecular forces that affect their dynamics, but these forces are absent from dry granules. Researchers utilizing the APS mapped out the detailed structures in a system of wet glass beads. The team found that the stickiness of the beads led to the appearance of small-scale structuring that is not seen in dry granules, and conclude that the system offers a good model for frustration mechanisms in glasses.

The researchers from Shanghai Jiao Tong University (China) and Argonne reasoned that wet granules might offer a more accurate analogy to the behavior of glasses, because capillary effects provide a local attractive force between touching granules. They studied a system of glass beads, 200-μm in diameter, moistened with an aqueous solution of potassium iodine. The ratio of liquid volume to that of the beads was 0.033. Under these conditions, the capillary adhesion between beads was a few hundred times their weight.

After thorough stirring, the wet beads were poured into a container that could be tapped by an electromagnetic mechanism that delivered one cycle of a 30-Hz sine wave, with a peak acceleration 12 times that of gravity. The team used microtomography at XSD beamline 2-BM-A,B at the APS to map out the positions of the particles in the system (Fig 1.). Each map was compiled from 1800 separate images and gave the researchers a full three-dimensional picture of the system, with beads, liquid, and air all distinguishable. From these maps the team calculated a number of characteristics of the granular packing and tracked how they changed as the system was repeatedly tapped. The fractional volume of air fell rapidly at first, much faster than in a comparable system of dry particles, because the wet system began with larger open pores in its structure. Consistent with this observation, the average number of beads touching a bead rose quickly as the system became more compact.

More interesting results emerged when the researchers investigated the structures in the system more closely. Pair correlation functions suggested that wet bead systems had more small-scale structures than dry beads. That result was reinforced by analysis of the angular distributions of pairs of beads touching the same third bead, which showed evidence of both equilateral triangles and bipyramids.

To confirm these suggestions, the team looked at a variety of multipole moments of the distribution of particles that were in contact with another particle. The fourth and sixth order moments exhibited no sign of local crystal order in either wet or dry packing, but a modified sixth-order moment (based on Wigner symbols and representing products of spherical harmonics) showed a significant peak in the wet system, corresponding to the presence of local ordered structures with 5-fold symmetry. These structures were not seen in dry-bead packing, but have been observed in some colloidal systems.

Finally, the researchers looked directly for local structures by noting the positions of beads in contact with each other. They found tetragonal and pentagonal bipyramids, octahedra, and other shapes, several of which displayed 5-fold symmetry.

Local structures with 5-fold symmetry have been implicated in theoretical arguments for dynamical arrest of the evolution of glassy systems through geometric frustration. The researchers conclude that such effects are at work in wet-bead but not dry-bead systems, which suggests that short-range capillary attraction is an important ingredient in the dynamics of wet granular packing. The results also suggest that wet granular systems are useful and easily studied models for the structure and dynamics of glasses with short-range attractions. — David Lindley
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A PHOTO-CATHODE RF GUN FOR BRIGHTER BEAMS AT THE APS

As part of the process that produces high-brightness x-ray beams at the APS, electrons orbiting in the APS storage ring are extracted from the thermionic cathode of a radio-frequency (rf) gun. In 2013, the APS acquired a state-of-the-art photocathode (PC) rf gun [1], which produces much brighter electron beams compared to the thermionic cathode rf gun that feeds the APS accelerator complex. This new gun will supply high-brightness x-ray beams to experimenters.

cosecond-duration impinges on the cathode, electron bunches with a time-structure similar to the drive-laser are photo-emitted and instantly accelerated by the rf field of the gun. On the cathode surface, the acceleration gradient can be as high as 120 MV/m. Immediately downstream of the PC gun, a main solenoid magnet with integrated dipole and quadrupole correction components provides cylindrically symmetric focusing to the electron beam and is critical in preserving the high brightness of the electron beam.

For high-power rf conditioning, the PC gun was installed on the APS injector test stand. The gun was conditioned to 12-MW forward rf power, 2.5-µs rf pulse length, and 30-Hz repetition rate over a two-week period in March 2014 (Fig. 1).

Following the successful rf conditioning, electron beam commissioning started and first photo-electron beams were observed April 10, 2014.

There are several parameters that characterize the quality of the electron beam, including normalized beam emittance, bunch length, average energy, energy spread, and the quantum efficiency of the photocathode. These parameters are affected by the rf field of the gun (particularly the accelerating gradient on the cathode), the photocathode drive-laser transverse and longitudinal profiles, external focusing provided by the solenoid magnets, and the vacuum pressure inside the gun. The photo-electron beams were systematically characterized under various operating conditions [2]. Normalized emittances at different bunch charges and drive-laser spot sizes were measured as functions of the solenoid strength, gun gradient, and phase. At ~25-pC bunch charge, a normalized emittance of ~0.8 µm was obtained (Fig. 2). A beam energy of > 6 MeV was measured, and the cathode quantum efficiency was found to be in the range of (2~4) x 10⁻⁵ during the first beam-commissioning period.

The PC gun and its newly designed beamline were installed in the APS linac front end during the September 2014 machine maintenance period (Fig. 3). After rf conditioning and photocathode drive-laser alignment, the first photo-electron beam was extracted at the front end of the APS linac in December 2014 (Fig. 4).

Future plans call for accelerating the high-brightness photo-electron beam through the APS linac in 2015. At the end of the linac, the beam can be either transported to the existing straight-ahead beamline tunnel for experiments that require high-brightness pulsed electron beams, or injected into the particle accumulator ring/booster synchrotron and eventually into the storage ring for x-ray generation in support of APS user experiments, provided that sufficient bunch charge can be extracted from the photocathode once the quantum efficiency improves.
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Chemical Science
**ACID IONS ARE MORE THAN SPECTATORS**

X-ray absorption fine structure (EXAFS) measurements carried out at the APS, coupled with state-of-the-art density functional theory (DFT) simulations reveal that strong acids, such as hydrochloric acid, form counter-ion pairs in solution across all concentrations, a result that had not been seen in gas-phase studies. The discovery suggests that it is not simply the release of protons — hydrogen ions — that is important for the properties of acids and provides a template to investigate and understand the details of other acids and their chemistries under a variety of different environments including interfaces.
When a strong acid, such as hydrochloric acid, forms a solution in water, the hydrogen ions break away from the compound and give rise to the acidity of the solution. These hydrogen ions can diffuse quickly in the solution and attack other chemicals present, neutralizing basic, or alkaline, substances, or corroding metals and reacting with organic substances. Meanwhile, the counter ion (the chloride in the example of hydrochloric acid) was assumed to form independent, negatively charged solvated fragments, but little was known about the properties of the counter ions or precisely what ion fragments they generated.

Chemists had computer models at their disposal, often based on gas-phase studies of the particles involved. However, acids are present in the condensed phase and, thus, the role of the condensed phase environment, as opposed to an isolated molecule in the vapor, should be considered. Moreover, the researchers in this study found that the gas-phase studies are not representative of the more common acidic solution.

Countless chemical reactions hinge on the presence of an excess of protons in the reaction solution, formed by the dissociation of a strong acid into dissolved hydrogen ions and the counter ion. Indeed, these so-called Brønsted acids are used in many industrially important chemical reactions, are involved in numerous biological reactions, and play a role in atmospheric chemistry.

Chemists have assumed that the dissociation of a strong acid has two steps. First, the hydrogen-bearing, or protic, acid bonds loosely to a water molecule and the electrical charge is redistributed so that the counter ion becomes more negative while the water molecule gains a positive charge. In the second step, the counter ion is released as a free-floating chloride ion, for instance, and the positively charged water molecule grabs the proton from the acid to form H$_3$O$^+$, the hydronium ion. The extra proton on this chemical species is free to diffuse through the solution, ending the solution with its acidic character. These researchers from Pacific Northwest National Laboratory and Argonne have provided a molecular picture of deviations from ideal acid dissociation.

The team carried out extended x-ray absorption fine structure studies at the XSD 20-BM-B beamline at the APS. They combined these data with molecular dynamics and corroborated earlier neutron and x-ray diffraction data. Specifically, the bond distance between chloride ion and the oxygen in the hydronium ion comprising the contact ion pair significantly shorter than the interaction between chloride and the oxygen of water in the ideal dissociation picture (Fig. 1). This difference in distance and geometry can be measured. Furthermore, the newly discovered molecular moieties can be used to re-interpret in a new light long-standing neutron and x-ray diffraction data.

Thus, the contact ion pair between the H$_2$O$^+$ and chloride suggests that the long-misunderstood counter ion of a protic acid is not a mere spectator but is integral to defining the properties of acids across a broad concentration range. Indeed, across the concentration range, the team demonstrates that the contact ion pair is ubiquitous with very few free protons in solution at the highest concentrations. The study provides a template to investigate and understand the details of other acids and their chemistries under a variety of different environments including interfaces. — David Bradley
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< Fig. 1. The experimental prediction and theoretical confirmation of persistent ion pairing between hydronium and chloride provides a unified description of the molecular structure of concentrated hydrogen-chloride solutions. The partial decompositions into Cl−O (H$_3$O$^+$) and Cl−O (H$_2$O) are shown in orange and green, respectively, with the structural portions depicted as insets in (b) and (c). Water hydrogens and oxygens are rendered as small and large gray-scaled spheres, respectively. Charge is indicated with “+” or “−” and the chloride is rendered as a green sphere. (d) is the experimental set-up.
The sugar from corn kernels can be used to make ethanol, an alternative to fossil fuels that can help reduce greenhouse gas emissions. However, since corn kernels are a major source of food for humans and livestock, many efforts are turning to the evaluation of corn stover — the stalk and leaves left over after the sweet ears have been removed — for its viability as a source of ethanol. Experiments at two U.S. Department of Energy x-ray light sources, including the APS, provided some answers when researchers characterized corn stover after it was chemically treated in preparation for ethanol production. This treatment is intended to fragment cellulose fibrils — polysaccharide chains in corn stover cells which bond together — into individual chains from which glucose molecules can be obtained. The efficacy of these treatments determines the amount of glucose available for conversion to ethanol. These new results show that treatments that break fibrils into fragments yield higher amounts of sugar, and are preferable to those that only remove non-sugar molecules from the fibrils' surfaces to make the glucose molecules more accessible.
The sugar in corn stover comes from its cellulose, the main structural component forming plant cell walls. Cellulose is a long, linear chain of glucose molecules. Each polysaccharide chain bonds side-to-side with other chains into stiff, stable columns (fibrils). These connected chains form a crystalline lattice that breaks only when the strong hydrogen bonds — which hold the chains together as a fibril — are broken. Fibrils are further grouped into the columns that make up the plant’s cell wall, with the orientation of the fibrils parallel to the column they comprise.

The process of producing ethanol begins by treating plant cell walls to weaken the hydrogen bonds between their polysaccharide chains in order to partially free individual glucose molecules. The treatment options include hot water, dilute sulfuric acid, and iron sulfate, both separately and in different combinations. The second step is hydrolysis: breaking the hydrogen bonds between chains. After pretreatment and hydrolysis, the glucose molecules are fermented to produce ethanol and carbon dioxide, which are distilled to separate out the ethanol.

To determine how the cellulose is affected by the pretreatments, the research team from Northeastern University, Brookhaven National Laboratory, Argonne, Rensselaer Polytechnic Institute, Renewable Energy Laboratory, and Northeastern University began by milling, drying, and steam-exploding the corn stover. They pretreated the corn stover, then measured the saccharine yield of each pretreated sample. The dilute acid with iron pretreatment produced the most sugar, the acid-only treatment the second highest amount, and the hot water-only treatment the lowest amount.

Next, the team characterized the pretreated samples to determine the amount of cellulose degradation that resulted from each pretreatment. Figure 1 shows the extent to which two pretreatments permeated the samples; the iron sulfate remains in the plant cell wall while the dilute acid spreads through the entire cell. Ultra-small angle x-ray scattering (USAXS) at beamline X9 of the U.S. Department of Energy’s National Synchrotron Light Source and scanning electron microscope data showed that none of the pretreatments affected the size of the cellulose fibrils but did change their texture and their orientation with respect to that of their wall column. The dilute acid changed the orientations of the fibrils so they no longer ran parallel to the column. Using wide-angle x-ray scattering (WAXS) at the GM/CA-XSD 23-ID-B beamline at the APS, the team discovered that the dilute acid pretreatment partially broke down fibrils into groups of cellulose chains. The dilute acid with iron pretreatment degraded the cellulose further: it removed a sufficient amount of non-cellulose molecules to allow the remaining fibrils to coil around themselves, no longer orienting parallel to their column, and broke some fibrils into fragments.

Neither of the prior treatments of dilute acid nor the dilute acid with iron changed the radial extent of the crystalline lattice of cellulose within a fibril. The team concluded that the sugars produced after these pretreatment methods come from fibril fragments rather than the hydrolysis of the crystalline lattice within intact fibrils. They further concluded that the most effective pretreatments would break down the crystalline lattice within the corn stover’s cellulose. These pretreatments would do more damage than the dilute acid with iron, ripping the lattice apart — although not exploding it like popcorn — and through that destruction make corn stover a more viable source of ethanol. — Mary Alexandra Agner
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Peering Deep Inside of Nongraphitic Anodes with Synchrotron Microtomography

With so much of our 21st century technology dependent on ever smaller and more efficient rechargeable lithium-ion (Li-ion) batteries, finding new ways to non-destructively peer inside an operating battery is of critical importance, because so many of the physical characteristics of each battery material change during the cycling process. Understanding what those changes are is the first step in choosing and developing new and better battery components, such as moving to metallic electrodes instead of the traditional graphitic carbon materials. X-ray-based microcomputed tomography (MicroCT) can provide a valuable window into Li-ion batteries, although with a somewhat slow collection rate. To overcome that problem, a group of researchers from MIT and Argonne working at the APS has developed a synchrotron-based, full-field MicroCT technique that can capture high-resolution tomography images in as fast as 15 sec. The research provides the first detailed observations of structural and electrochemical phenomena in candidates for new, high-capacity Li-ion battery anode materials.

Fig. 1. (a-c) A series of in situ qualitative microtomographic images of the same Cu₆Sn₅ on Cu foam electrode were taken at various points over the life of the beamline cell. These images show the electrochemically-driven topological changes in the electrode structure. The blue arrows are intended to guide the eye to the more prominent changes from cycle to cycle. The horizontal and vertical scale bars are 90 μm and 60 μm, respectively.
In 1799, Alessandro Volta developed the first electrical battery, known as the Voltaic Cell, which consisted of two plates of different metals immersed in a chemical solution. Volta introduced the theory of electrical current and observed electricity separating water into its component parts of hydrogen and oxygen. Before Volta, it was assumed that electricity was generated by living beings (animal electricity). He discovered that electricity could be generated chemically and made to flow evenly through a conductor in a closed circuit. In 1801 he was summoned to Paris by Napoleon who had a special medal struck in Volta’s honor. The world honored Volta by naming the unit of electric potential — the volt — after him. Source: IEEE Global History Network. http://ethw.org/Milestones:Volta%27s_Electrical_Battery_Invention_1799. © Copyright 2013 IEEE. All Rights Reserved

Using XSD beamline 2-BM-A,B at the APS, the investigators examined two non-graphitic, high-capacity anode materials. One was a copper-tin alloy (Cu₆Sn₅) electrodeposited onto copper foam; the other was a silicon (Si)-based laminate. Both were studied ex situ and in situ before and after cycling to determine changes in three-dimensional structure and other properties.

Metal foams are a promising substrate for rechargeable Li-ion battery electrodes for several reasons, including the facts that they can provide void volume to accommodate electrode expansion, their porosity supports high-power systems, and the deposition of electrolytically active materials is a good method to produce economically viable electrodes.

The fine three-dimensional structure of the Cu foam in the Cu₆Sn₅/Cu foam electrode model, as well as the overlying copper-tin anode, was clearly discernible with high detail on microtomographic images (Fig. 1). Upon cycling in coin cells, these electrodes displayed stable lithiation/delithiation for 20-30 cycles before beginning to decay.

Utilizing filtered white beam, synchrotron MicroCT is able to visualize the alterations in the Cu₆Sn₅ layer by showing how the surface area-to-volume ratio (SA/V) changes with cycling. The SA/V in these electrodes showed an increase of about 10-15% over cycling, without any changes in thickness. The current experiments represent the first time it has been possible to observe such structural and electrochemical phenomena in this way and with this detail.

The Si laminate electrodes were investigated using monochromatic 50-keV x-ray energy and a suitable sample-to-detector distance as to enable phase contrast imaging. With quantitative phase retrieval, the separate components of the laminate electrodes, including Si particles, carbonaceous material, and voids, were readily distinguished from one another.

These anodes were also cycled inside coin cells and examined, showing a considerably different response than the foam electrodes.

After cycling, large Si particles were seen to break down into smaller pieces and the amount of carbonaceous material and void space increased. This was accompanied by an increased SA/V ratio, growth in the solid-electrolyte interphase (SEI) layer, and decreased porosity. Most significantly, the overall thickness of the laminate electrode increased by about 267% compared to the foam electrode, which showed no increase in thickness.

The researchers note that these in situ full-field microtomography studies, the first to be published on high-capacity Li-ion anodes operando, promise an exciting direction for further research and the design of new types of materials for rechargeable Li-ion batteries.

As the techniques demonstrated here are improved and expanded, they can provide more detailed and precise data on the various physical characteristics of potential battery materials for better modeling and simulations.

The MicroCT methods used in this work also reveal phenomena that could lead to electrode breakdown and failure (such as the thickening observed in the Si laminate) that might be overlooked by other imaging modalities.

Synchrotron MicroCT should prove to be an invaluable addition to the scientific toolbox as the search for fresh approaches to developing and perfecting the next generation of rechargeable batteries continues. — Mark Wolverton
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The adsorption of hydrogen gas onto a solid material is a technologically-important phenomenon, showing promise, for instance, as a safe and efficient means of hydrogen storage. In the case of platinum, the adsorbed hydrogen resides in a thin layer on its surface. Considerable attention has been devoted to increasing the efficiency of hydrogen adsorption, including the use of solid nanoparticles (typically 1 nm to 100 nm across). Recent theoretical and experimental results indicate that decreasing nanoparticle size below the nanometer level enhances adsorption. Now, research carried out at the APS by scientists from the University of Central Florida, UOP LLC (Honeywell), and Ruhr-University Bochum (Germany) confirms earlier theoretical work linking nanoparticle morphology with hydrogen coverage. Since the pressures and temperatures used in this research mimic industrial conditions, these results may well lead to improvements in hydrogen storage, hydrogenation reactions, and electrocatalysis.

Fig. 1. The number of hydrogen atoms per surface Pt atom (H/Pt) determined from XANES measurements on 22 atom Pt/\(\gamma\)-Al\(_2\)O\(_3\) nanoparticles in \(\text{H}_2\) pressures from 1-21 bar. The inset shows the initial biplanar 2-D shape of the Pt22 particles and a possible model 3-D shape at higher pressures after a shape transformation.
In this research, the degree of hydrogen adsorption on sub-nanometer-sized platinum (Pt) particles deposited on aluminum oxide (Al₂O₃) was measured at room temperature as hydrogen pressure ranged from one to twenty-one bar. X-ray absorption measurements performed at MR-CAT beamline 10-ID-B of the APS showed that the hydrogen to platinum ratio (H/Pt) increased with increasing pressure, which was accompanied by a change in nanoparticle shape from a raft-like two-dimensional (2-D) structure into a three-dimensional (3-D) form.

The platinum nanoparticles used here were both shape- and size-selected, with an average diameter of 0.8 nm (± 0.2 nm). The nanoparticles were deposited onto a high-surface-area aluminum oxide support (Pt/γ-Al₂O₃), where γ denotes the crystalline phase of the Al₂O₃. The supported platinum nanoparticles possessed a raft-like shape (see 2-D inset, Fig. 1).

Two x-ray absorption techniques were used to probe the Pt/γ-Al₂O₃ sample: x-ray absorption near-edge structure (XANES) and extended x-ray absorption fine structure (EXAFS). In both techniques, x-rays were used to excite core electrons in the platinum atoms. The XANES technique was used to determine the sample’s hydrogen to platinum ratio (H/Pt) as the pressure of the hydrogen gas was steadily increased. The XANES measurements showed that as H₂ pressure increased, the adsorption of hydrogen onto the surface of the platinum nanoparticles also increased. The average H/Pt ratio rose from ~1.9 at a pressure of 1 bar, to a maximum ratio of ~2.5 at 21 bar. However, this rise in the H/Pt ratio as a function of pressure was non-linear, as indicated by Fig. 1.

The other x-ray technique, EXAFS, was employed to determine any structural changes in the platinum nanoparticles as hydrogen gas pressure rose. These structural changes were deduced from two parameters: the first nearest neighbor (NN) coordination number, and the atomic bond lengths. The platinum-to-platinum (Pt-Pt) coordination number indicates the average number of neighboring platinum atoms forming a Pt-Pt bond within the nanoparticles. On the other hand, the Pt-O coordination number indicates the average number of oxygen atoms neighboring a platinum atom, representing the Pt-O bonds formed between a platinum atom at the nanoparticle-support interface and oxygen atoms in the support material.

Figure 2a shows how the first NN coordination number for the platinum atoms rose with increasing hydrogen adsorption (due to increasing H₂ pressure). By contrast, the coordination number for Pt-O pairs (not shown) decreased as the hydrogen pressure and coverage grew larger, indicating a rupture of the interfacial connection between the platinum nanoparticles and their Al₂O₃ support.

Figure 2b shows a gradual increase in the Pt-Pt bond lengths with increasing hydrogen coverage (due to increased pressure) from 1 through 16 bar, with a sudden decrease at 21 bar, likely associated with the decrease in the contact area of the nanoparticles with the support. All these EXAFS results — the increase in platinum coordination number and bond length, along with the separation of the platinum nanoparticles from the Al₂O₃ support — indicate a transition in nanoparticle structure from a two-dimensional biplanar form into a three-dimensional configuration. Figure 2a indicates one possible scenario (shown in red) for this 2-D-to-3-D transition based upon theoretical considerations. However, further research will be required to determine the actual three-dimensional shape of these platinum nanoparticles.

These findings confirm the results of other studies involving platinum nanoparticles, namely that the use of smaller-sized particles (in this case, sub-nanometer particles) leads to an increase in hydrogen adsorption.

— Philip Koth and William A. Atkins
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ATOMIC-LEVEL CLUSTERING RESPONSES OF METALLIC ALLOY LIQUIDS TO CHANGING TEMPERATURES

Although the general tendency of most liquids is to expand in volume when heated to higher temperatures, atomic clusters inside some liquids may partially contract in response to heat influxes. This behavior is prevalent among many metallic alloy liquids, researchers in this study found. On the basis of data obtained at the XSD 6-ID beamline of the APS and molecular dynamics simulations, the researchers developed a qualitative understanding as to why some alloys exhibit such contractions while others do not. Structural studies of metallic liquids such as these are crucial to understanding the processes of melting, solidification, and glass formation.

Metallic alloy liquids possess a surprising amount of short- and medium-range order (SRO and MRO), which may extend over several interatomic distances. This behavior is due to attractive bonds and may be quantified in terms of the liquid’s pair correlation function, which estimates average interatomic distances based on x-ray scattering data. Such data show a tendency for the atoms to cluster (SRO), with packing of these clusters extending over several atomic distances (MRO). The basic clusters contain a central atom and its nearest neighbors, with a second shell containing next nearest neighbors, and so on; the number of neighbors of the central atom inside each shell is the shell’s coordination number.

The researchers from Washington University in St. Louis studied a total of 30 binary, ternary, and quaternary alloy liquids at the 6-ID-D beamline using the Washington University-Beamline Electrostatic Levitation facility, which permits x-ray scattering experiments on liquid drops (approximately 2.5 mm in diameter) under high vacuum while they remain levitated. Eighteen of the alloy liquids held at equilibrium or in a supercooled state clearly exhibited contractions of the nearest neighbor atomic distances as their temperature was increased, although the liquids expanded in overall volume.

The researchers found that the coordination number of each shell decreases with increasing temperature, but that only the first coordination shell may decrease in volume as this happens. They theorized that the decrease in the liquid’s first coordination number is the fundamental reason for the anomalous contractions. Since atoms have only a fixed number of valence electrons to share in forming bonds with their neighbors, a smaller coordination number means more shared electrons for each bond and therefore stronger chemical bonds with the central atom. Stronger bonds tend to be shorter in length, thereby decreasing nearest neighbor separations, which would show up as a contraction in the first coordination shell.

To explain why some alloy liquids show first-shell contractions while others do not, the researchers noted that atomic packing inside the first shell is influenced by the relative sizes of the atoms, their chemical interactions, and their relative concentrations, so that both solute- and solvent-based clusters are possible. This means that in the alloy A\textsubscript{1}xB\textsubscript{2}x, for example, the AA, BB, and AB bonds would need to be considered in terms of a total pair distribution function (PDF) that is a weighted sum of the AA, BB, and AB partial distribution functions. This weighted sum determines the position of the first peak in the PDF, which gives a measure of the nearest neighbor atomic distance. Depending on the relative contributions of the AA, BB, and AB bonds (which all try to shrink in length, producing a sort of tug-of-war), the first coordination shell may appear to contract or expand with increasing temperature.

Experimentally, it is impossible to determine the partial pair correlation functions of an alloy liquid from the results of a single x-ray scattering experiment. Therefore, the researchers demonstrated the utility of their concept by studying the temperature dependences of the partial and total PDFs for Cu\textsubscript{66}Zr\textsubscript{34} and Cu\textsubscript{46}Zr\textsubscript{54} alloy liquids using molecular dynamics simulations. The results were consistent with their scattering data, as were comparisons involving several other alloy liquids.

The development of a more quantitative model will require detailed temperature-dependent structural information about metallic alloy liquids, which is lacking at the present time.

— Vic Comello
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Graphene Goes Organic

The all-carbon material graphene has interesting and useful electronic and optical properties. Electronic and optoelectronic components based on carbon and carbon-containing organic semiconductors have come to the fore recently as researchers look for the natural successor to silicon, which is ubiquitous in current microelectronics. Graphene exists as single sheets of carbon atoms, with each atom at the vertex of a hexagon and the hexagons connected in such a way as to resemble chicken wire fencing or a honeycomb. The material was the subject of the 2010 Nobel Prize in Physics and has become the focus of countless research groups around the world intrigued by its unique properties. It is one hundred times stronger than steel, weight for weight, it is a highly efficient conductor of heat and electricity, and is almost transparent. But in order to fully exploit graphene, scientists must find ways to stabilize and modify the surface of the atomic layers. Now, utilizing information obtained by research at the APS, scientists have found they can add an organic coating that is exceptionally stable up to 260° C and provides the chemical hooks for connecting graphene to other components as well as enhancing graphene’s properties.

Investigations of the electronic properties of graphene have led to the observation of a bipolar transistor effect, ballistic transport of electrical charges and large quantum oscillations that all point to possible applications in novel devices. These researchers from Northwestern University, have demonstrated how they can coat a graphene layer supported on silicon carbide with the organic compound perylenetetracarboxylic diimide (PTCDI). This compound and its chemical cousins are well known to chemists for their ability to self-assemble spontaneously into structured systems, which means fabricating devices is a lot easier than using complex sequences of synthetic reactions. Moreover, once self-assembled, PTCDI can be further modified, or functionalized, by chemically connecting other groups to its nanostructure.

One possible application of PTCDI that emerged from theoretical studies and experiment was the possibility of combining PTCDI with a graphene layer so that the repertoire and utility of the carbon material might be extended. Others have tried, but the thermal stability of prototype hybrid materials was somewhat limited; those made with 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA) break down at a temperature of 38°C, lower than the PTCDI hybrid. The Northwestern University researchers employed scanning tunneling microscopy (STM) using a home-built room temperature UHV STM system, and x-ray reflectivity (XRR) performed at the DND-CAT 5-ID-B,C,D x-ray beamline at the Advanced Photon Source to characterize so-called adlayers of PTCDI on epitaxial graphene. This form of graphene is made by sublimating, or evaporating, silicon atoms from silicon carbide in vacuum, resulting in a carbon-rich surface that adopts the structure of graphene.

The addition of PTCDI to graphene in this way to make a stable hybrid material opens many new possibilities. Pristine, pure graphene, although interesting, has two important limitations that have precluded its more rapid development and exploitation in electronic devices. First, unlike the conventional semiconductors of electronic devices it has no band gap; there is no energy difference when electrons jump from a low-energy state to an active excited state. Secondly, it is chemically rather inert and so has been difficult to modify and conjoin with other components. The team, having found a way to modify graphene, might now be able to adjust the material’s intrinsic electronic and physical properties indirectly through chemical tweaks to the PTCDI coating and make useful connections.

An additional feature of the PTCDI layer revealed by the STM experiments is that the organic compound easily traverses any defects in the underlying graphene layer and also forms a herringbone pattern of molecules. This pattern had been predicted theoretically but had never been observed experimentally with PTCDI as revealed by the pattern of brighter and darker stripes in the STM images. This herringbone pattern is very different from that observed with this and other organic molecules used to form layers on graphite and other types of mixed graphene layers where parallel rows were seen. The team suggests that the herringbone pattern is a manifestation of underlying graphene corrugations and could be further exploited to create specific patterned areas on the hybrid material. — David Bradley
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Argonne National Laboratory
To make the catalyst, the researchers from Brookhaven National Laboratory, Argonne, Consejo Superior de Investigaciones Científicas (Spain), and Peking University (Republic of China) prepared CeO$_2$ support nanorods using wet chemical methods derived from the literature. Then, CuO was finely dispersed on the support to achieve a CeO$_2$ nanorod with 5% copper by weight.

The researchers analyzed the structure of the CuO/CeO$_2$ nanorods using transmission electron microscopy and scanning transmission electron microscopy. The nanorods were 50 nm to 100 nm in length and 11 nm in diameter (Fig. 1).

Complex chemical reactions can involve myriad reaction intermediates and a catalyst with a continuously evolving structure. To identify and monitor all the moving parts in the CuO/CeO$_2$ catalyzed oxidation of CO, the researchers combined, for the first time, diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) and fluorescence time-resolved x-ray absorption near-edge spectroscopy (XANES). The combination was made possible by adding extra windows to a Harrick \textit{in situ} reaction cell (Fig. 2), allowing infrared radiation in and out while simultaneously allowing x-ray photons in and out (fluorescence). This set-up facilitated the simultaneous collection of fluorescence data...
and x-ray data while the reaction was under catalytic conditions.

To perform the experiment, the researchers placed the CuO/CeO$_2$ nanorods in the reaction cell at the XSD 9-BM-B,C beamline at APS under a steady stream of CO and O$_2$ while collecting DRIFTS and XANES data. Some experiments were also performed at the X7B beamline of the National Synchrotron Light Source at Brookhaven National Laboratory.

The DRIFTS data provided chemical information about the catalyst’s surface and the reaction intermediates. Meanwhile, fluorescence XANES detected chemical signatures and allowed the researchers to identify the structures that prevailed within the DRIFTS-determined surfaces.

By collecting data sets simultaneously while the reaction proceeded, the team observed where and how chemical species changed during the CO oxidation process. They studied the reaction under a variety of temperature and pressure conditions, to see how these variables altered the chemical reaction, which could provide valuable information on optimal catalytic conditions.

The team compared the chemistry observed with the CuO/CeO$_2$ nanorod to that of plain CuO. This provided a means to explore the role of the CeO$_2$ as a support and further study the Cu-Ce interaction. This comparison reinforced the importance of the dispersion of CuO on CeO$_2$ and the interaction between CuO and CeO$_2$ to this reaction.

Based on their results, the researchers proposed a four-step mechanism for the CO oxidation reaction over a CuO/CeO$_2$ nanorod catalyst. Typically, copper oxide is considered the most active component while cerium oxide is considered an inactive support. However, steps three and four of the reaction scheme directly involve cerium in the redox chemistry.

This is the key point, according to the researchers: CeO$_2$ is not an idle bystander. Cerium and copper work together to catalyze the oxidation reaction, an observation that will be critical to improving catalytic performance.

The researchers also observed that the concentration of copper (I) on the surface of the nanorod corresponded with catalytic efficiency, offering another potential strategy for improving catalytic activity.

Using their new multi-technique approach, the team plans to study catalysts with different shapes, such as nanocubes and nanospheres, to assess what aspects of structure affect chemical reactivity.

— Erika Gebel Berg
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**WHO SHRUNK THE CATALYST?**

Smaller is better for a metal catalyst, but smaller also means more compact in terms of the metal’s atomic structure. Chemical engineers often fabricate metal catalysts in the form of nanoparticles in order to increase their reactive surface area. However, the small size can lead to structural changes in how the metal atoms assemble together. A new suite of x-ray experiments on platinum (Pt) nanoparticles gives the most detailed picture yet of the consequences of going small. Measurements taken at three different x-ray beamlines at the APS confirm that atom-spacing becomes smaller as the size of a nanoparticle decreases, but the spacing expands back to near normal when gas molecules adsorb on the surface (Fig. 1). Because this contraction-relaxation affects the way reactants behave on the metal surface, the results of these experiments may help in designing better catalysts.

![Fig. 1. Combined experimental and theoretical studies of Pt nanoparticles on alumina (Al₂O₃) characterize precisely the contract and expansion of the lattice parameter caused by different chemical environments.](image)

Platinum, nickel, palladium, and similar metals are used as catalysts in the petroleum and pharmaceutical industries to accelerate organic synthesis, as well as in car exhaust systems to remove toxic fumes. These metals are able to drive reactions by trapping reactants on their surface. Therefore, for a given amount of metal, reaction rates can be increased if the material is divided up into nanoparticles that have a high surface-to-volume ratio.

Earlier x-ray studies suggested that metal nanoparticles are slightly smaller in size than one would expect from the atom-spacing found in normal chunks of metal. One possible explanation for this contraction is that atoms forming the outer surface are pulled inward because they have no neighbors pulling from the other side. Previous experiments have found evidence for this model, but scientists would still like to understand precisely how the surface atoms behave in different circumstances.

Scientists from the Argonne and Brookhaven national laboratories, the University of Alabama in Huntsville, Kansas State University, and Purdue University performed both x-ray scattering and spectroscopy measurements on Pt nanoparticles.

The team began by growing Pt nanoparticles on powder grains of alumina (Al₂O₃). A powder substrate like this is often used for industrial catalysts. However, the researchers used a special atomic layer deposition process that controlled the size of the Pt nanoparticles by varying the number of deposition cycles. Three separate sam-
samples were produced with nanoparticle widths of 1, 2, and 3 nm, as measured through small-angle x-ray scattering (SAXS) at the XSD 12-ID-B x-ray beamline at the APS.

The prepared samples were next placed in the XSD beamline 11-ID-B, where total scattering measurements revealed typical atom separations as represented by the pair distribution function (PDF, Fig. 2, left).

The sample chamber was initially filled with helium gas, which doesn’t absorb on platinum. In this “bare surface” case, the atomic separations for 1-nm wide Pt particles were on average 1.4% smaller than those in normal bulk metal. Similar contraction was observed — but to a lesser degree — for the bigger nanoparticles in the other two samples.

However, during catalysis, the nanoparticle surfaces will not be bare. To explore this, the team first injected hydrogen gas (H₂) into the sample chamber. The hydrogen adsorbed on the platinum, exemplifying the typical reduction step in a catalytic cycle. Afterwards, the team purged the system and introduced carbon monoxide (CO), which represents the complementary oxidation step in a catalytic cycle.

For both gas exposures, x-ray scattering measurements showed that the adsorption caused the nanoparticles to expand from their contracted bare surface state. However, the amount of expansion was not the same in the two cases. Nanoparticles with CO on their surfaces had slightly larger interatomic separations than nanoparticles with H₂ adsorption.

To understand the chemical bond behavior during this contraction and expansion, the researchers performed x-ray absorption spectroscopy (XAS) at the 10-BM-A,B beamline of the MR-CAT at the APS (Fig. 2, right).

The nanoparticles exhibited different absorption spectra, depending on whether the surrounding gas was helium, hydrogen or carbon monoxide. The largest spectral differences occurred for the 1-nm wide sample, which suggests that smaller nanoparticles form stronger bonds with the adsorbed gas molecules.

Such quantitative information could be useful in designing catalysts, since engineers want a material that can hold reactants on its surface, but not too strongly. Finding the right balance may simply be a question of sizing up nanoparticles. — Michael Schirber
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Metals often work in pairs in enzymes, nature's chemical catalysts, accelerating tardy reactions to make life possible. Now, researchers using the APS have investigated the bonds that form between pairs of metals including cobalt (Co), iron (Fe), and manganese (Mn). Their findings could help us to better understand how bimetallic enzymes work and how to copy their chemistry in industrial catalysts for making Pharmaceuticals and agrochemicals more efficiently, trapping greenhouse gases such as carbon dioxide from the atmosphere, or degrading toxic chemicals. Bimetallic clusters may also have useful magnetic properties for applications in electronics and computing, such as magnetic data storage.

The researchers from the University of Minnesota, The University of Chicago, and the Max Planck Institut für Chemische Energiekonversion (Germany) employed a raft of techniques to investigate the properties of pairs of transition metal atoms locked together using a molecule with bite.

The team points out that metal clusters are commonly used by nature as cofactors in various enzymes. For instance, molybdenum (Mo) and iron (Fe) team up in a multimetallic cluster in nitrogenase enzymes, which allow some organisms to "fix" nitrogen gas from the atmosphere. Nitrogen-fixing nodules on members of the legume family carry these organisms and provide a source of nitrogen that allows the plants to grow. Some species are now known to have a VFe (vanadium-iron) unit at the core of their nitrogen-fixing enzymes. Finding ways to simulate it artificially is an important focus of future low-energy, artificial fertilizer production.

Nickel (Ni) and iron form a bimetallic pair, NiFe, in some hydrogenase enzymes found in anaerobic sulfur-reducing enzymes that use hydrogen as an energy source. These enzymes are of particular interest for the possible development of clean and zero-carbon energy supplies. Other enzymes containing bimetallic clusters include the Ni-[3Fe-4S] carbon monoxide dehydrogenases, and class Ic ribonucleotide reductases and many others involved in diverse aspects of the metabolism of countless organisms.

Intriguingly, most of these bimetallic pairs bring together metal atoms from different parts of the transition
metal block in the periodic table. From this perspective, the class Ic ribonucleotide reductases are more interesting because they use metallic pairings of neighboring metals that are challenging to differentiate. These enzymes are involved in the synthesis of the genetic molecule DNA, deoxyribonucleic acid, on which all life depends, RNA viruses excepted. They are unique enzymes in that their metal pairing involves atoms that are close together in the periodic table, manganese and iron. These two similar metals lock together to tune the chemical properties of the enzyme precisely, something that class I, as opposed to class Ic RNRS, do with clusters of iron atoms rather than two different metals. Understanding why this might be so will provide new insights into these enzymes and perhaps point the way to new applications.

In the class I RNRS, the cluster is FeFe, with both iron atoms in the II oxidation state abutting a tyrosine amino acid group in the enzyme structure. When an oxygen molecule touches the active center in this enzyme, a tyrosyl radical is formed and each atom in the Fe(II)Fe(II) is oxidized to the III state to form Fe(III)Fe(III) chemically bonded to the tyrosyl radical. Class Ic RNRS lack this tyrosine amino acid next to the metal center, so they have evolved to exploit iron’s near neighbor, manganese. In this case, instead of Fe(II) Fe(II) being converted to Fe(III)Fe(III) by reaction with an oxygen molecule, an Fe(III)Mn(IV) species is formed.

To understand the details, the team has constructed a molecule with bite — the multidentate molecule, N,N,N-tris(2-(2-pyridylamino)ethyl)amine — that can grab on to the bimetallic clusters to allow them to investigate the bonds between the metal atoms without the complications of a whole enzyme protein structure being present.

The team used various techniques, including x-ray anomalous scattering studies, spectroscopy, and theoretical calculations to study the interactions between two metals. A basic problem that the team faced was identifying which metal atom is cobalt, iron, or manganese, as these metals “look” the same by standard x-ray studies. X-ray anomalous studies, conducted at the ChemMatCARS 15-ID-B,D beamline at the APS, resolved cobalt from iron from manganese by using diffraction data collected at the different metals’ K-edge energies (Fig. 1). Three heterobimetallic complexes, CoMn, CoFe, and FeMn, were studied using this technique (Fig. 2). The team found that each complex behaves very differently from FeFe complexes perhaps because of the short iron to iron bonds.

These findings do not rationalize entirely the behavior of bimetallic metal clusters in different enzymes, but this and future work is closing in on an explanation. — David Bradley
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Hydrogen gas (H₂) is used in a variety of commercial applications, including fertilizer production and as fuel for automotive and industrial fuel cells. Most H₂ is extracted from hydrocarbons, especially via steam reforming of natural gas and the gasification of coal. These extraction processes produce a hydrogen/carbon monoxide (H₂/CO) mix referred to as “synthesis gas.” A long-established catalytic reaction called the “water-gas shift” removes CO from synthesis gas by combining CO with water to form additional hydrogen plus CO₂. Now, a research team has unveiled a promising catalyst for low-temperature and low-cost water-gas shift processing. X-ray measurements performed at the APS were used to probe the distribution of various forms of the catalyst under real-world operating conditions. The new catalyst holds considerable potential for producing less-expensive alternative fuels, and for removing CO impurities from hydrogen for fuel cells. But perhaps the most far-reaching implication of this research is that current catalytic systems employing nanoparticles of precious metals may be overusing these expensive and rare materials, since catalysis is actually taking place at the scale of single atoms. This finding could lead to more efficient utilization of precious metals in the catalysts of the future. Catalysts with single-precious-metal-centers may also find use in other fuel processing reactions, and in the production of chemicals.

Fig. 1. Four possible structures of atomic-gold catalysts stabilized with alkali (in this case sodium) ions. The clusters shown are derived from computational modeling used to determine the most energetically favored, and hence the most stable, arrangements involving the atomic-gold catalyst with sodium ions. Note that each gold (Au) atom only bonds directly with oxygen (O) atoms. Hydrogen (H) and sodium (Na) atoms are also shown. The OH groups on Na ions play an essential role in the water-gas shift reaction and are easy to populate by splitting water molecules. Both the gold and sodium ions are stabilized in the cluster structure.
are the silica-based and other non-exotic carriers. Figure 1 illustrates four computationally-derived catalytic clusters that best fit the actual structures of the catalytic sites produced in this research.

This single-gold-atom catalyst is based on a similar platinum catalyst developed previously by the same Tufts University team that led this research. The original platinum-based catalyst features a single platinum atom combined with oxygen, hydroxide, and sodium/potassium. The researchers substituted gold for platinum since gold has a lower activation energy, $E_a$, which yields a lower catalytic temperature ($<200^\circ\text{C} \approx 400^\circ\text{F}$). To the surprise of the researchers, the substitution succeeded, with gold performing well in place of platinum.

To gauge the effects of adding alkali ions to the atomic-gold catalyst, different samples were prepared, with some containing potassium or sodium ions, and some not. Each sample was subsequently dispersed into a silica-based carrier. Electron microscopy and various x-ray techniques were then used to probe the distribution of the catalysts within the carrier. Electron micrographs (Fig. 2) indicate that the atomic-gold catalysts containing alkali ions were thoroughly distributed throughout their carriers, with no clumping observed.

X-ray absorption spectroscopy (XAS) was likewise used to probe the distributions of the atomic-gold catalysts within the silica-based carriers. The x-ray measurements were performed at XSD x-ray beamline 12-BMB of the APS. The XAS data on the atomic-gold catalysts were collected while their carrier materials were subjected to conditions mimicking an actual water-gas shift conversion, including prolonged exposure to a CO/H$_2$O mixture at catalytic temperatures (Fig 3). The XAS results confirmed the excellent distribution of the alkali-stabilized gold catalysts within the carriers, with no observed metallic aggregation, including the complete absence of nanoparticle formation. Conversely, both electron microscopy and XAS revealed that the atomic-gold catalysts lacking alkali ions did not disperse well within the supports, but instead formed nanoparticles that suppressed their catalytic activity.

The new alkali-stabilized atomic gold catalysts, dispersed within silica carriers, demonstrated stability in excess of four days (100 h) under catalytic conditions. Moreover, they performed as well as conventional gold catalysts deposited on more-costly and less-abundant metal-oxide carriers.

— Philip Koth
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![Fig. 2. Electron micrograph revealing individual atomic-gold catalysts (gold atoms circled) anchored on a silica-based support. Inset: reaction rates for gold-based catalytic systems at various temperatures. For this study, the atomic-gold catalysts stabilized by alkali ions were dispersed on silica-based supports (zeolites and mesoporous silica). The plot shows low-temperature catalytic activity for the water-gas shift reaction for the new gold/zeolite and gold/mesoporous silica systems, similar to that of conventional "reducible oxide" supports of ceria, iron oxide, and titania.

![Fig. 3. X-ray absorption performed at the APS of the alkali-stabilized gold species within a zeolite carrier, at room temperature (RT) and at 200°C in a water-gas shift reaction atmosphere, with the references of metallic gold foil and gold hydroxide, Au (OH)$_3$. The x-ray absorption plot, featuring a dramatic spike followed by a dip, indicates that the gold-oxygen bonds remained intact over a range of temperatures for the alkali-stabilized gold catalytic systems.]
Fig. 1. This schematic diagram illustrated the effects of NO orientation on the in-plane iron vibrations. Note that the motion of iron is approximately parallel or perpendicular to the NO plane. Iron is colored light blue in the figures. Values are the DFT predicted frequencies. The red arrows show the eigenvectors of the dynamical matrix, indicating the direction and magnitude of motion associated with this mode.

From J.W. Pavlik et al., Inorg. Chem. 53, 2582 (2014). ©American Chemical Society. All rights reserved.

JUST SAY NO TO IRON PORPHYRINS
A small gas molecule, nitric oxide (NO), once thought to be nothing more than a poison turns out to be an important neurotransmitter involved in regulating our blood pressure, sexual arousal, and other biological functions. Understanding how it is made in our bodies by a group of enzymes that process the amino acid arginine could lead to new ways to controlling NO release and fixing problems such as high blood pressure and sexual dysfunction. Model compounds of the flat iron porphyrin systems found in the active site of several enzymes and the oxygen-carrying center in the blood protein hemoglobin reveal important clues about function and form. Given that the same iron-porphyrin system is so critical in the processing of the neurotransmitter NO, and the transport of the toxic gas carbon monoxide (CO) as well as oxygen (O₂), research carried out at the APS could lead to important insights about how our bodies use and are harmed by small gas molecules.

Nitric oxide is a small molecule that exists as a gas, but in the body it is an important signaling molecule, or neurotransmitter. Its involvement in blood pressure regulation through the dilation of blood vessels makes it a vital key to many physical processes. Indeed, the role of NO is inextricably linked to heart function and the release of NO from the drug nitroglycerin is explained by this role.

The researchers in this study from the University of Notre Dame, Argonne, and Northeastern University hoped to explain how these iron porphyrin compounds in proteins can discriminate between the different small molecules — NO, CO, and O₂ — with which they interact, something that was not apparent previously.

They point out that studies using vibrational spectroscopy have not generally been fruitful in unraveling the properties of the active site and how different chemical bonding interactions between gas molecule and the iron-porphyrin center give rise to the discriminatory behavior of the same group present in different proteins, whether enzyme or hemoglobin.

They utilized nuclear resonance vibrational spectroscopy (NRVS), a synchrotron-based measurement carried at the XSD 3-ID-B,C,D beamline at the APS, concentrating on oriented single crystals to get a clearer picture of the interactions beyond the insights that would be available through an x-ray crystal structure determination alone.

The NRVS data they obtained allowed them to probe the low-frequency vibrations of chemical bonds between a nitric oxide molecule, or nitrosyl group, attached to one of two different iron-porphyrin compounds acting as molecular models of the natural units found in the enzyme, a synthetic heme group.

By observing the spectra of the crystals of these compounds from two different directions at right angles to each other, the team teased apart the various vibration modes of the bonds connecting the iron atom to the NO group and to the flat porphyrin molecule.

Vibrational motions of the iron atom in the first, easily synthesized iron-porphyrin complex, were found to differ significantly along two directions parallel to the plane of the molecule, but rotated by 90° in the plane.

A second, more sophisticated model compound offered a similar distinction. The team then used computational chemistry, in the form of density functional theory (DFT) to help them explain why this might be so (Fig. 1).

Fundamentally, it is the orientation of the bent bond between the iron atom at the porphyrin center and the attached N-O group attached to it, the Fe-N-O bond, in other words, that give rise to the different spectra dependent on the angle at which they are measured. The orientation of the Fe-N-O unit controls the vibration of the iron atom within the plane of the porphyrin group.

The team suggests that this off-axis tilting of the Fe-N-O unit and its influence on bonding highlights how unusual the NO molecule is despite its small size and superficial simplicity.

The degree of vibration seen in different directions is related to the strength of the bond between the iron center and the NO group, as opposed to other small molecules, such as CO or O₂, and given that the team used an iron-porphyrin group closely resembling that found in the NO enzyme, the finding provides a new clue as to the natural affinity of the enzyme for its target molecule, NO. — David Bradley
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Stability vs. Activity: Characterizing Strontium Ruthenate Crystals for Electrochemical Applications

Summer's heat and humidity bring us to the controls for the air conditioning unit long before we receive a government alert to monitor our use of electricity. While we may lower the thermostat setting or switch off the unit once the ambient temperature drops after sunset, we may only give a passing thought to our area's power grid. It is even less likely that we'd wonder about the fuel cells powering the grid's backup system or the electrolysers that produce the hydrogen and oxygen fuel for those cells. Researchers from Argonne using the APS have characterized a new electrolyser catalyst with the potential to improve the production of hydrogen for input into fuel cells. Their study is the first to focus on methods for predicting how to synthesize well-defined oxide surfaces with the specific characteristics necessary for electrolysers, and for tailoring those characteristics to different engineering needs. Their results speak not only to the behavior of this specific material, but also offer guidelines for designing future oxide-surface electrocatalysts.

Fuel cells rely on an electrolyser (a method of using a direct electric current to drive an otherwise non-spontaneous chemical reaction) to provide their hydrogen fuel. Electrolysers depend on active, stable catalyst materials to operate. In an alkaline-based electrolyser, the anode catalyst accelerates the oxygen evolution reaction, which generates molecular oxygen through a chemical reaction.

One choice for the electrolyser's anode catalyst material is a functional oxide. Since the oxide surface can degrade through a number of mechanisms, it is necessary to balance its stability and activity in order to produce cost-effective, active, stable catalysts, as shown in the figure. The results described in the team's paper provide a basis for predicting how to synthesize oxide surfaces with the desired activity and stability properties.

Utilizing the XSD x-ray beamlines 12-BM-B and 12-ID-C,D at the APS, the researchers investigated three orientations of a perovskite-type, single-crystal film, SrRuO$_3$.

The team began by growing films at the Argonne Materials Science Division, creating three orientations of a SrRuO$_3$ crystal. Then they characterized and monitored changes.

"Stability" cont'd on page 88
Peeling Back the Layers of Thin-Film Structure and Chemistry

Perovskites — any material with the same structure as calcium titanium oxide (CaTiO₃) — continue to entice materials scientists with their ferroelectricity, ferromagnetism, catalytic activity, and oxygen-ion conductivity. In recent years, scientists realized that they could vastly improve the properties of perovskites by assembling them into thin films. The problem was that no one understood why thin films beat out bulk materials. Researchers gained new insight into thin-film superiority by probing the structure of perovskites utilizing APS high-brightness x-rays and a groundbreaking approach to tease apart the thin-film structure and chemistry layer-by-layer.

As the researchers peeled back the layers, they found that, instead of having a uniform distribution of elements, there were drastic differences in composition between the thin-film layers. This observation may help researchers design thin-film perovskites with enhanced activity and stability.

Industrial applications for perovskites, which efficiently reduce oxygen, include the conversion of energy from fossil fuels to electricity, oxygen purification, and electrocatalysis. The research team from the Massachusetts Institute of Technology, Hebrew University (Israel), Argonne, and Oak Ridge National Laboratory studied LSCO thin films — perovskites made from lanthanum, strontium, cobalt, and oxygen (LSCO) — as a model system for studying why thin films have greater reducing power than their bulk counterparts.

The researchers studied two 4-nm LSCO thin films at the XSD 33-ID-D,E beamline at the APS; one annealed thin film had been previously heated to 550° C for 1 h to simulate real-world industrial settings, while the other as-deposited thin film was left at ambient temperatures.

The researchers then collected diffraction intensities along 10 different reciprocal space objects (Bragg rods) defined by the substrate. They used Coherent Bragg Rod Analysis (COBRA) to determine the three-dimensional (3-D) atomic structure of each thin-film layer, with higher peaks in the map indicating an element with a greater number of electrons, allowing the researchers to differentiate elements at different sites within the LSCO thin films.

But COBRA alone does not give information about the distribution of elements that occupy the same atomic site within the layers. Therefore, the researchers applied a second method called “energy differential COBRA,” namely, performing COBRA measurements along Bragg rods by varying the incident x-ray energies around the strontium K-edge at each reciprocal space point. This approach provided the absolute strontium occupation fraction in a layer-by-layer fashion.

The end result of combining conventional COBRA with energy differential COBRA was high-resolution (sub-angstrom) 3-D atomic images of the LSCO thin films that included information about elemental distribution (Fig. 1).

The 3-D atomic images clearly showed that strontium tended to cluster in the outer layers of the LSCO thin films, while lanthanum filled those positions in the deeper layers of the film.

“Peeling” cont’d on page 88
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in the films’ morphology, thickness, and surface roughness using in situ x-ray scattering, finding that the films were well-defined and smooth.

Working at the Argonne Center for Nanoscale Materials, they applied high voltage (>1.23 V) to the films in alkaline environments; the films changed. These changes allowed the team to determine the stability of each crystal orientation.

Unlike previous studies, this work was able to overcome the difficulties of monitoring the stability of high-surface area catalysts at the atomic thanks to the in situ x-ray scattering technique.

To understand the relationship between structure and function during the oxygen evolution reaction, the team compared results from a series of measurements: oxygen evolution reaction activity, the stability of the films, the change in the cation oxidation state, and the variations in structural properties. They concluded that the degree of stability — with the (001)-oriented film being the most stable — was inversely proportional to the activity: surfaces with more defects were more active but less stable. Put another way, the activity of the oxygen evolution reaction depends on the surface energy and the number of defects.

These results are the first published example of the structure-function relationship of single-crystal oxide surfaces in the electrochemical environment. In addition to characterizing the structure-function relationship of Sr-RuO₃, this research demonstrates a viable method — usable by other research teams and applicable to other functional oxides — of investigating this relationship in other materials to assess their feasibility as catalysts for the oxygen evolution reaction in electrolyzers.

Further, the researchers’ results reveal the basis for a predictive ability to synthesize electrolyzer oxide surfaces with characteristics tailored to electrochemical challenges. While SrRuO₃ may not be supplying backup power to your town during the next heat wave, this research shows its promise for future electrolysers.

— Mary Alexandra Agner
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Strontium is almost entirely absent in the thin-film layers closest to the substrate.

The researchers suspect that surface strontium segregation observed in the LSCO thin films may explain why they outperform bulk materials. Lanthanum and strontium have different charges, such that if a layer has more strontium, it must also have less oxygen, or more oxygen vacancies. A dearth of oxygen in a thin-film outer layer, where strontium was found to be plentiful, means that the material may have more opportunities to react with oxygen at its surface, explaining the enhanced performance.

The structure and chemistry of the annealed and as-deposited thin films were similar, suggesting that heat itself does not alter the material’s structure or activity. In future experiments, the researchers will study thin films subjected to harsher real-world conditions. They also aim to use the insights gained at the APS to design better perovskite materials in the future. — Erika Gebel Berg

See: Zhenxing Feng¹, Yizhak Yacoby², Wesley T. Hong¹, Hua Zhou³, Michael D. Biegalski⁴, Hans M. Christen⁴, and Yang Shao-Horn¹*, “Revealing the atomic structure and strontium distribution in nanometer-thick La₀.₅Sr₂CoO₃-grown on (001)-oriented SrTiO₃,” Energ. Environ. Sci. 7 (3), 1166 (2014).

DOI: 10.1039/C3EE43164A

Author affiliations: ¹Massachusetts Institute of Technology, ²Hebrew University, ³Argonne National Laboratory, ⁴Oak Ridge National Laboratory

Correspondence: * shaohorn@mit.edu

This work was supported in part by the U.S. Department of Energy (DOE, SISGR DESC0002633) and King Abdullah University of Science and Technology. The authors thank the King Fahd University of Petroleum (KFUPM) and Minerals in Dharam, Saudi Arabia, for funding the research reported in this paper through the Center for Clean Water and Clean Energy at the Massachusetts Institute of Technology and KFUPM. The PLD preparation performed was conducted at the Center for Nanophase Materials Sciences, which is sponsored at Oak Ridge National Laboratory by the Scientific User Facilities Division, Office of Basic Energy Sciences, U.S. DOE. This research was supported by the Israel Science Foundation under grant no. 1005/11. This research used resources of the Advanced Photon Source, a DOE Office of Science User Facility operated for the DOE Office of Science by Argonne National Laboratory under Contract No. DE-AC02-06CH11357.
A Novel Mode of Action for an Osteoporosis Drug

Raloxifene is a U.S. Food and Drug Administration-approved treatment for decreasing fracture risk in osteoporosis. While raloxifene is as effective at reducing fracture risk as other current treatments, this works only partially by suppressing bone loss. With the use of wide- and small-angle x-ray scattering (WAXS and SAXS, respectively), researchers carried out experiments at the APS that revealed an additional mechanism underlying raloxifene action, providing an explanation for how this drug can achieve equivalent clinical benefit. These data, together with complementary techniques, help define a novel mechanism by which raloxifene increases inherent bone toughness.

In osteoporosis, the bone mineral density is reduced, bone microarchitecture deteriorates, and the amount and variety of proteins in bone are altered. Image: "Blausen 0686 Osteoporosis 01" by BruceBlaus - Own work. Licensed under Creative Commons Attribution 3.0 via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Blausen_0686_Osteoporosis_01.png#/mediaviewer/File:Blausen_0686_Osteoporosis_01.png
Osteoporosis ("porous bones" from the Greek: οστούν/ostoun, "bone;" and πόρος/poros, "pore") is a progressive bone disease that is characterized by a decrease in bone mass and density. According to the National Osteoporosis Foundation (http://nof.org/), approximately 54 million Americans have osteoporosis, or low bone mass placing them at increased risk for osteoporosis. Studies suggest that approximately 1 in 2 women and up to 1 in 4 men age 50 and older will break a bone due to osteoporosis.

All current drugs for treatment of this disease act upon living cells within the bone matrix to either decrease bone resorption, a process by which the mineral components of bone are broken down and released into the bloodstream, or to increase net bone formation during remodeling, a process by which bone is also broken down but then reforms bone. In either case, treatment results in an overall increase in bone density, and therefore a reduction in fracture risk.

While raloxifene is known to mildly suppress bone loss, it has always been somewhat paradoxical that raloxifene suppresses bone loss less than other osteoporosis therapies, yet reduces fracture risk to about the same level.

To uncover the density-independent mechanism by which raloxifene (marketed as Evista® by Eli Lilly and Company) increases bone toughness, researchers in this study from the Indiana University School of Medicine; Purdue University; Indiana University–Purdue University at Indianapolis; the University of California, San Diego; Northwestern University; and Argonne assessed the effect of the drug on devitalized bone cleared of living cells that normally mediate resorption and remodeling. In these bone samples, raloxifene prolonged the loading that the bone could bear before fracturing, indicating that the drug was acting upon the physical properties of the bone itself. Using ultra-short-echo-time nuclear magnetic resonance, researchers found that raloxifene-mediated water retention within the bone matrix is associated with the observed increase in toughness.

In order to elucidate the mechanism underlying this association, researchers collected WAXS and SAXS diffraction patterns of carbonated hydroxyapatite crystals (cAp), the mineral component of bone that had been subjected to four-point bending. These data, collected at the XSD 1-ID-B,C,E x-ray beamline at the APS (Fig. 1) allowed the researchers to measure mechanical strains on cAp crystals at a resolution of 1 μm and showed that raloxifene increased the amount of physical deformation, or strain, that occurred at the collagen-mineral interface before fracture.

This increased strain between cAp and collagen reduces stresses and may be caused by water-mediated slipping between these components at their interface, increasing the amount of energy the bone can absorb prior to fracture.

This work uncovers an entirely novel mechanism of action for raloxifene and paves the way for a new class of drugs to treat osteoporosis, therapies that do not act by altering cellular activity or bone remodeling, but act by directly changing the physical properties of the bone matrix constituents. — Emma Nichols
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PROTEIN-LIPID INTERACTIONS DICTATE CELLULAR FATES

The immune system is the judge, jury, and executioner of the body, deciding whether a cell lives or dies. When a cell approaches its natural end (apoptosis), the immune system targets that cell for removal. Defects in this process can lead to disease, including cancer. T cell immunoglobulin and mucin-domain-containing molecule 4 (Tim4), a protein displayed on the surface of immune cells, binds to specific lipids in cellular membranes. That interaction helps the immune system differentiate between apoptotic and healthy cells, but the details have remained fuzzy. To better understand how the immune system picks out apoptotic cells, researchers from The University of Chicago and the University of Illinois at Chicago collaborated to perform x-ray reflectivity measurements on interactions between Tim4 and lipids at the APS, as well as additional experiments. Their structural insights may spur the development of novel anticancer medications or drugs for immune system disorders.
Previous studies identified a binding site in Tim4 for phosphatidylserine (PS) lipids, a component of the cellular membrane. However, that fact alone cannot explain how Tim4 identifies apoptotic cells since even healthy cells can be decorated with PS lipids.

The researchers suspected the selectivity may come from Tim4’s ability to detect the concentration of PS on the cell surface; apoptotic cells cannot regulate their cellular lipids and end up with an uptick in PS on their surfaces.

To test this hypothesis, the research team needed an innovative strategy, since crystallographic structural studies of protein-lipid interactions are notoriously challenging due to the dynamic nature of lipids. They settled on a three-pronged approach that included interfacial x-ray scattering, molecular dynamics simulations, and membrane binding assays.

The crystal structure of Tim4 is known, but scientists lacked data on how Tim4 interacts with PS in a membrane. To determine how Tim4 orients itself relative to a lipid membrane, the researchers performed x-ray reflectivity experiments at the ChemMatCARS 15-ID-B,C,D beamline at the APS.

They constructed an imitation membrane for experimental purposes by spreading a lipid film containing PS at the surface of a buffer solution. The lipids formed a monolayer at the buffer surface, the mock membrane, with hydrophobic tails pointing into the air and hydrophilic head groups pointing into the buffer. They added Tim4 into the buffer and collected reflectivity measurements as the protein bound to the lipids. The reflectivity data provide information on molecular thickness — electron density — perpendicular to the air-buffer interface. Using molecular modeling, the researchers fit Tim4 crystal structures into the reflectivity-based electron density to determine Tim4’s orientation relative to the lipid monolayer.

The next step was to use an all-atom molecular dynamics simulation to check whether the Tim4 orientation with the monolayer is compatible in the context of a physiological lipid bilayer. Using the protein orientation obtained from x-ray reflectivity as the initial configuration, the protein is found to remain stably bound to the membrane throughout the simulation (Fig. 1), confirming the orientation determined with the x-ray reflectivity experiments.

Confident that they’d hit on the correct orientation, the researchers analyzed their structural models, finding that in addition to the known strong binding site, Tim4 appears to bind PS weakly at four additional sites via ionic interactions. To confirm that these sites contribute to binding between Tim4 and PS, the researchers mutated basic residues in the four potential binding sites to alanine. Three of these mutations led to significantly weaker binding between Tim4 and PS, while the fourth mutation led to stronger binding, supporting the existence of other factors contributing to the strength and stability of binding.

As a final test, the researchers measured binding affinity of Tim4 with liposomes containing different concentrations of PS. They repeated the experiments with two other Tim proteins, Tim1 and Tim3, which are structurally similar but functionally distinct. The researchers observed that Tim4 was much more sensitive to the density of PS than was Tim1 or Tim3. The binding curve they observed suggests that Tim4 binds only moderately with cells having an intermediate PS surface density, while binding tightly to those cells with high PS surface densities. This offers a potential mechanism for how Tim4 identifies apoptotic cells; the PS concentration tunes Tim4’s binding affinity, and thus whether Tim4 alerts the immune system to an apoptotic cell.

— Erika Gebel Berg
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< Fig. 1. Screen shot of a molecular dynamics simulation showing Tim4 (yellow) binding a lipid bilayer.
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Combating an Infectious Invader

How does one kill an infectious invader that is not technically alive? That question has vexed researchers studying prions—aggregates of aberrantly folded protein that propagate by inducing properly folded proteins to convert into misfolded, disease-associated forms—since these infectious agents were identified as the source of a range of devastating neurological diseases such as transmissible spongiform encephalopathies (TSEs), which include Creutzfeldt-Jakob disease and "mad cow disease." Prions contain no genetic material, so their structure determines their biological activity. That structure, made rigid and insoluble through aberrant protein folding, also makes prions difficult to combat. Researchers used two U.S. Department of Energy synchrotron light sources including the APS to pry out new structural information about prions, yielding insights into the fundamental mechanisms of prion at a level of complexity that has not been observed in short-peptide amyloids used as prion model systems.

Fig. 1. X-ray fiber diffraction patterns of fungal prion HET-s(218-289). The pattern on the left represents the wild-type with two-rung β-solenoid diffraction while the pattern on the right represents a mutant version of HET-s with stacked β-sheets that are not in the β-solenoid structure.
Unlike viruses, bacteria, fungi, and parasites, prions do not spread disease through the transfer of genetic material. They propagate through the insidious conversion of properly folded proteins into deviant forms, which consist of aggregates of amyloids — long, unbranched fibrils assembled into cross-β architecture consisting of one or more tiers of β-strands running perpendicular to the fiber axis, forming β-sheets that run the length of the fibril. Notable examples of prion-caused diseases are the aforementioned TSEs, which involve amyloids of the prion protein PrP. Non-PrP amyloids have been implicated in diseases such as Parkinson’s and Alzheimer’s as well as type II diabetes.

Researchers from Vanderbilt University used site-directed mutagenesis together with x-ray fiber diffraction studies to determine the relative importance of various structural features that facilitate deviant folding in a prion model system, the fungal prion het-s. Their analysis suggests a redundancy of features that enable robust folding and stability even in the face of significant changes to prions’ sequence of constituent amino acids.

Prions’ insolubility and rigid structure make them hard to denature with chemical agents. A possible method to thwart prions is to make them unstable or prevent them from misfolding. In order to develop compounds that exploit these possible mechanisms, it is essential to determine the structural features that give prions the ability to propagate their structures.

To figure out how important each structural element of prions is to the ability to consistently misfold, researchers have looked to a prion model system, the fungal prion HET-s(218–289). Fungal prions are not only incapable of causing diseases, they are in many cases thought to be adaptive. HET-s works as a model system owing to its highly ordered structure that readily folds into a complex amyloid with two tiers of β-strands.

The researchers used site-directed mutagenesis of amino acid residues to alter the flexible loop sequences, buried polar interactions, salt bridges, and asparagine ladders found in HET-s(218–289) in order to probe the relative importance of these features for the formation of β-solenoid structure. They also investigated the cumulative effects of multiple mutations.

To determine whether the modified structures contained cross-β fibers, the researchers studied the samples with x-ray diffraction (Fig. 1) at the Bio-CAT beamline 18-ID-D at the APS and at beamline 4-2 at the Stanford Synchrotron Radiation Lightsource at the SLAC National Accelerator Laboratory.

As a final step, mutants that formed β-solenoids were subjected to assays examining the protein denaturation and the kinetics of fibril formation to assess the effects of mutations on the biophysical properties of the β-solenoid structure. The β-solenoid architecture of HET-s(218–289) was found to be surprisingly robust because of the redundancy of important biophysical features. Several mutations significantly impacted fibril nucleation, the rate of fibril formation, and fibril stability, but x-ray fiber diffraction revealed that the β-solenoid structure formed in most cases.

To effectively wipe out the β-solenoid structure required completely rearranging or reversing the long flexible loop connecting the two rungs of the β-solenoid or removing both asparagine ladders and all three salt bridges.

In addition, comparing the sequence alignment of HET-s(218–289) to one of its homologs, FgHET-s(218–289) suggests that of these three features, the long flexible loop and the asparagine ladders were most necessary for β-solenoid formation.

The investigation of the fungal prion HET-s(218–289) provides insights into the fundamental mechanisms of prion assembly and propagation of its infectious fold, which is made robust by a complex and diverse array of inter- and intramolecular structural features. This level of complexity has not been observed in short-peptide amyloids that have been used as prion model systems. — Chris Palmer
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or many proteins, the ability to change shape is essential for their proper functioning within cells. One longstanding question concerns the process proteins follow when shifting from an unfolded to a three-dimensional globular form. Most previous studies have supported the idea that when an unfolded protein is exposed to native conditions (i.e., to an environment favoring its typically fully-folded, physiological form) a continuous unfolded-to-semi-folded collapse ensues. However, other studies suggest that there is an energetic bottleneck to this step that renders it an all-or-none transition. To resolve the issue, researchers from the University of Massachusetts Medical School and the Illinois Institute of Technology probed the folding stages of cytochrome c, an archetype for protein folding behavior. Its microsecond-scale folding dynamics were unambiguously characterized with Förster resonance energy transfer (FRET) complimented by small-angle x-ray scattering (SAXS) carried out at the APS. The SAXS and FRET measurements refuted the conventional view that cytochrome c folding proceeds immediately and smoothly when exposed to native conditions; instead, subpopulations of unfolded and semi-folded protein were observed to coexist during brief intervals. These results provide fundamental insights for biochemistry, as well as for human diseases characterized by protein misfolding, including Parkinson’s, Huntington’s, Alzheimer’s, and lysosomal storage diseases.
In the laboratory, protein structure can be altered by varying the temperature, chemical environment, etc. For instance, the shapes of proteins suspended in solution can be changed by varying the concentration of a chemical denaturant. In this study, guanidinium hydrochloride (GdnHCl) was used as a denaturant to unfold cytochrome c, a small, globular, iron-containing protein (hemeprotein). Figure 1a shows its globule form, Fig. 1b an unfolded state.

Cytochrome c molecules were initially suspended in a highly-concentrated solution of GdnHCl, which relaxed some of the protein globules into a chain-like (unfolded) form. To start the unfolding process, the protein chains were suddenly exposed to a near-native state (i.e., to an environment with little denaturant) using microfluids techniques that allowed extreme dilution of the GdnHCl-concentrated solution in just 25-30 µs.

Previous experiments capable of resolving early (<100 µs) folding dynamics were unable to differentiate between partially-folded and unfolded forms mixed together. By contrast, the FRET and SAXS techniques were carried out at the bio-CAT 18-id-b are well-suited to detect the presence of both folded and unfolded subpopulations immediately following dilution of the GdnHCl denaturant.

FRET employed rapid laser pulses to excite the Trp59 chromophore (a molecular segment that gives the protein its color). Due to their close proximity (several nanometers) and similar electronic energy levels (the “resonance” in FRET), energy could pass from the Trp59 to the heme molecule (called the “donor” and “acceptor,” respectively). This is a quantum mechanical, non-radiative process (i.e., no actual photon is transferred). Energy accepted by the heme molecule in this process was dissipated. However, sometimes the excited Trp59 molecule re-emitted the energy as a photon, which could then be detected by a sensor. The time between a laser pulse and Trp59 photon emission was measured. Because this interval varied according to the Trp59-to-heme distance (which indicates protein shape) the proportions of any unfolded and partially-folded states could be calculated.

The FRET results revealed that following denaturant dilution, certain subpopulations dominated during particular time intervals: within the first 30 µs after dilution, the unfolded state (denoted as “state 1” for convenience) dominated, accompanied by a small proportion of partially-folded states. After 30 µs, a transition to a partially-folded “state 2” occurred, followed still later by dominance of partially-folded “state 3.” These discrete jumps in subpopulation ratios, which occurred as the initially-unfolded protein transitioned to the globular form, are referred to as “barrier-limited chain collapse.”

The SAXS experiments, which were carried out at the Bio-CAT 18-ID-D beamline at the APS were performed as an independent check on the FRET results. SAXS measured a parameter called the radius of gyration ($R_g$). This parameter quantified the spatial distribution of all of the molecular components of cytochrome c, thereby indicating the degree of folding. Figure 2 depicts folding dynamics as measured by a combination of the SAXS and FRET methods. The top curve in the figure gives a sense of the barrier limits seen at various stages of the folding process. Each phase in the dynamic unfolding process exhibits a particular $R_g$, which in turn indicates a particular structural state (a smaller $R_g$ implies greater protein compaction).

The SAXS and FRET results highlight the importance of employing techniques that can detect subpopulations in folding reactions. Moreover, firmly establishing the existence of barrier-limited protein folding will propel the search for the physical source of this behavior.

Philip Koth

---

Fig. 2. Kinetic model for cytochrome c folding immediately following denaturant dilution (i.e., to an environment favoring compaction). The semi-quantitative reaction coordinate shows the approximate free energy ($\Delta G$) and barrier heights for various states of protein folding. The left portion of the blue plot indicates the state that dominates at the barrier to the next folding step: well within the first 30 microseconds (<30 µs), unfolded state 1 dominates. At ~30 µs, the most numerous protein structure is partially-folded state 2. And ~100-µs later, partially-folded state 3 dominates. (Previous state-of-the-art measurements, with ~1-msec resolution, lumped states 1, 2, and 3 together as indicated by “SF [stopped-flow] burst phase ensemble.”) SAXS measurements give the radius of gyration, $R_g$, for each state. While state 3 was known previously, these experiments filled in knowledge of early folding dynamics, i.e., <100 µs. The right portion of the blue plot shows that folding to the final, globular structure occurs very quickly (<650 µs) once the barrier after state 3 is overcome. Red and green plots at bottom show two reaction coordinates, $R_g$ and “average FRET efficiency,” illustrating the global and pairwise distance changes, respectively.
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Proteases are specialized enzymes responsible for degrading damaged, misfolded, or unneeded proteins within the cell. The human mitochondrial presequence protease (hPreP) breaks down several distinct proteins, including beta amyloid (Aβ) species known to aggregate and form the amyloid plaques associated with Alzheimer’s disease. Using a combination of high-resolution x-ray crystallography and small angle x-ray scattering (SAXS) at the APS, researchers from The University of Chicago and the University of Illinois at Chicago were able to define the mechanism by which hPreP recognizes a diverse array of amyloid proteins. The findings reveal that hPreP uses a large catalytic chamber to capture “toxic” peptides on the basis of their size and charge distribution. Understanding the mechanism of hPreP substrate recognition and degradation paves the way for the development of small-molecule modulators of hPreP, which could ultimately serve as a new therapeutic approach in the treatment of Alzheimer’s disease.

![Image](https://example.com/image.png)

**Fig. 1.** (a) hPreP is comprised of an N-terminal domain (purple) and C-terminal domain (blue), which enclose the catalytic chamber and active-site (green) [b] hPreP captures Aβ using an exosite (dashed box; D) and active site (dashed box; C) [c] Close-up of the hPreP active site (blue mesh), bound to Aβ (gray) prior to cleavage between Aβ residues F20 and A21. The Aβ peptide is trapped in the catalytic site by the S1 site (indicated) (d) Close-up view of Aβ (blue mesh) anchored in the hydrophobic hPreP exosite (shaded gray). Adapted from J.V. King et al., Structure 22, 996 (July 8, 2014).

This enzyme specifically recognizes amyloid proteins. The high-resolution diffraction patterns of hPreP alone and in complex with Aβ provide an atomic-level snapshot of the large (~13,000 Å) catalytic chamber and the molecular interactions required for substrate capture and cleavage. Within this chamber, amino acid residues form a hydrophobic pocket, a basic pocket adjacent to the catalytic site, and a hydrophobic exosite distant from the catalytic site. This arrangement indicates that charge complementarity is a driving force for hPreP’s ability to bind Aβ in an orientation that permits specific cleavage of Aβ within regions likely to form aggregates. Additional SAXS data show that in solution, hPreP exists in a mixture of “open” and “closed” conformations at ~1:4 ratio. Substrate binding promotes most of the hPreP to adopt the “closed” conformation, which induces the alignment of the catalytic residues in the proper orientation. This observation confirms that hPreP excludes molecules from the catalytic site on the basis of their size.

The flexibility of hPreP substrate recognition leaves unanswered the question of whether additional, currently unidentified proteins are targeted by hPreP for degradation. Identification of hPreP substrates will illuminate additional roles hPreP has in other important cellular pathways.

— Emma Nichols
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Structural Biology
ON THE PATH TOWARD DESIGNER PROTEINS

Biologists would like to be able to design synthetic proteins that can spontaneously assemble themselves into a desired shape. In nature, proteins self-assemble all the time, but being able to control their final shape could help scientists create better vaccines or build tiny containers to carry drugs directly to cancer cells and other targets. Now researchers have created a computer program that could potentially find the right DNA sequence to make proteins form into whatever shape the user desires. The research team utilized high-brightness x-rays from the APS to check their computer models against actual protein structures.

The researchers from the University of Washington; the University of California, Los Angeles; and the Howard Hughes Medical Institute fed into the computer a desired shape, along with constraints on how the proteins could be moved. They started with two different building blocks, each a protein complex consisting of three different molecules. Each building block had patches that could bind to itself or to the other component through various forces, such as hydrogen bonding — in which a positively charged hydrogen atom sticks to a negatively charged atom — or the hydrophobic effect, where atoms stick to one another to avoid water. These protein-to-protein interfaces both provide the energy to drive the self-assembly, and define how the building blocks can be oriented to one another. By controlling which part of which protein would bind to another, the method encodes the final shape into the building blocks.

In the next step, the computer looked at the sequence of amino acids that encoded features of the interfaces between the building blocks, such as whether the molecules had hydrophobic side chains. The computer randomly mutated an amino acid sequence, then checked to see whether that made the interface more or less stable. If it was less stable, the computer discarded that mutation and tried a new one. If the mutation improved stability, the computer kept it and moved on to another spot. Once the computer had determined a complete set of DNA sequences, the team sent it to a laboratory that makes synthetic DNA, which then used E. coli to produce the designed proteins.

In the first part of the study, the computer docked several hundred thousand pairs of proteins to get the best shape. Then it performed several hundred thousand mutations to come up with about 100,000 potential pathways to a final design. After combing through those for the ones that seemed most promising, the team delivered 57 different design sequences to the synthetic DNA lab, five of which successfully self-assembled into protein nanocages capable of carrying a drug molecule.

To verify that the final products matched the initial design, the researchers turned to the NE-CAT 24-ID-C beamline of the APS where they performed protein crystallography studies. The high brightness of the APS x-ray beam allowed them to get high-resolution images, which is important when one is designing protein cages down to the atomic level. The actual structures turned out to be extremely similar to the models in the computer.

One potential use of this method is to build protein structures that very closely resemble actual viruses, without being infectious; that could lead to novel, more effective vaccines. The researchers say that by working with more than two building blocks, their program should be able to build much more complex shapes with a variety of biological properties. — Neil Savage
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Playing Hide and Seek with HIV

The human immunodeficiency virus type 1 (HIV-1) was responsible for 1.5 million deaths around the world in 2013. Although researchers have been able to develop anti-retroviral therapies that allow patients to live longer with the disease, it has been a struggle to develop an effective vaccine that prevents the spread of infection. Theoretically, the problem is one we think we know how to solve. HIV-1 has a single spike protein on its surface called Env that mediates viral fusion and entry into host cells. If we can prime the immune system to recognize Env and neutralize it, we should be able to stop HIV-1 in its tracks. However, up to this point, HIV-1 has used molecular trickery to evade our efforts to bolster anti-HIV-1 immunity. Now, new structural data collected at the APS by a research team from universities in the United States and South Africa, has revealed the basis for some of HIV-1’s elusiveness. Their work maps sites of potential vulnerability identified in the sera of patients who have made neutralizing antibodies to HIV-1, opening the door to the design of potentially more effective vaccines against HIV.

Fig. 1. The HIV-1 trimer structure is shown in Cα representation with gp120s in yellow and gp41s in red. The bound neutralizing antibodies are shown in white. Image courtesy of Marie Pancera and Jonathan Stuckey, National Institutes of Health/National Institute of Allergy and Infectious Diseases/Vaccine Research Center.
One of the challenges in our understanding of HIV-1 has been in obtaining good structural information on the Env protein. This protein is a complex fusion machine composed of three copies of a subunit called gp120 (receptor binding domain) and three copies of a subunit called gp41 (fusion domain). These assemble on the surface of HIV-1 in a closed pre-fusion mature state that is activated upon receptor binding to undergo a dramatic conformational change in which the gp41 Env protein pierces the host cell and merges the viral membrane with the host cell membrane. This process allows the HIV-1 genome entry to the host cell cytoplasm.

Researchers believe that neutralizing antibodies that target the pre-fusion state of Env have the best chance of conferring lasting immunity. However, because the pre-fusion association between gp120 and gp41 is fragile and because the post-fusion state is more energetically favored, it has been difficult to crystallize the pre-fusion state. The researchers in this study from the National Institutes of Health, the National Institute for Communicable Diseases of the National Health Laboratory Service (South Africa), the University of North Carolina at Chapel Hill, the Duke University School of Medicine and the Center for HIV/AIDS Vaccine Immunology-Immunogen Discovery at Duke University, the University of the Witwatersrand, and Weill Cornell Medical College of Cornell University used their own molecular trick to overcome this. They were able to crystallize the gp120/gp41 complex by stabilizing it with two antibodies that recognize different parts of the structure.

The structural data obtained by utilizing the SER-CAT 22-ID-D beamline at the APS show a number of interesting features of the complex. The subunits are generally oriented into a propeller-like shape, and each molecule of gp41 in the structure forms a kind of collar through which the ends of gp120 extend towards the viral membrane (Fig. 1). The collar is formed by helices and loops of gp41 and is fastened with a molecular clasp.

Comparison to the structure of the post-fusion complex shows that gp120 binding to the host cell causes the gp41 collar to rearrange and become a pair of extended helices that force a molecular spike through the host membrane and pull the two membranes together.

The team compared the HIV-1 fusion machine to other known viral fusion machines and found that the topology of the interaction is similar to the influenza, respiratory syncytial, and Ebola viruses. But what makes it so hard to recognize immunologically?

The answer lies, in part, in sugar modifications (glycosylations) that are added to the surface of the molecule after it is made. Modeling showed that glycosylation, which is less likely to cause an immune response, leaves only 3% of the protein surface free for antibodies to bind. Compared to influenza at 14% and respiratory syncytial virus at 48%, that is precious little space for mounting an immune response. In addition, the exposed surface of HIV-1 exhibits extreme genetic variability that makes it even more difficult to target effectively with antibodies.

The final part of this study was to look at some immunological successes. Despite HIV-1’s molecular trickery, some patients have developed neutralizing antibodies to HIV-1. The team looked at these to see where they bind and found that, in general, successful antibodies can accommodate HIV-1’s variability in their recognition pattern and incorporate recognition of glycosylation as well.

The researchers hope that this new information will provide the edge they need to finally block HIV-1’s spike.

— Sandy Field
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**Synthetic Peptides Use the Force to Influence Cell Survival**

Peptide amphiphiles (PAs) are an emerging class of molecules that can be designed for novel therapies in advanced medicine. They are designed with structural regions that allow them to spontaneously assemble into large complex structures like nanofibers (fibers with diameters of approximately 10 nm). The researchers in this study investigated how positively charged PAs interact with cells when water-hating properties and hydrogen bonding (a force that holds the nanofibers together) are altered. Using the APS to collect data, they evaluated forces within the biological assemblies. Their research shows that when bonding between molecules is weak, it allows them to rapidly associate with lipids in the cell membrane, leading to cell breakdown and death. In contrast, stronger bonds between molecules favor cell survival. These findings will be important in guiding future work to design biological materials for various therapeutic uses.

Peptides that are amphiphilic contain water-loving (hydrophilic) and water-hating (hydrophobic) structural regions. Many of these peptides that exist in nature have positive charge (cationic) in the hydrophilic region, which contributes to various functions such as self-defense. It is their positively charged and water-hating regions that allow the peptides to associate so strongly with cell membranes that they can even lead to peptide breakdown. There are two classes of these peptides: cell penetrating peptides and natural host defense peptides; both are useful in many therapeutic areas, including cancer therapy, anti-microbials, and delivery of genes or drugs.

Self-assembling peptides are a class of designer peptide-based molecules that make use of interactions between molecules that cause them to spontaneously assemble into large complex molecular structures of different shapes. Interest in these peptides continues to increase due to their potential for applications in the biomedical field, where they serve as building blocks for numerous materials and devices. This technology aims to mimic what happens in nature, basically using forces and bonds between molecules to produce ordered biological assemblies of building blocks with biochemical functions. One example of this involves nanofibers that mimic components of the mammalian extracellular matrix.

PAs are a type of self-assembling peptide. Some studies have shown that changing the amino acid sequence and degree of hydrogen bonding in PAs can significantly alter their shape and ability to assemble into three-dimensional networks. Other studies have also shown that changes in hydrogen bonding and electrostatic forces in these biological assemblies affect the strength of the materials they form, and their ability to signal cells. However, the interactions between cell membranes and these materials are not well understood.

With this in mind, the researchers from Northwestern University aimed to investigate how hydrogen bonding, the presence of structural water-hating regions, and the charge of PAs affect how they interact with cells.

The researchers used data from wide-angle x-ray diffraction studies performed at the BioCARS 14-BM-C beamline at the APS to show that forces between molecules, particularly hydrogen bonding, influence the cell’s ability to survive. They determined that differences in attractive forces in biological assemblies are the key in determining cell membrane stability, and therefore whether the cell dies or survives.

The most significant finding was in relation to changes in hydrogen bonding among molecules. The results show that, when biological assemblies were fortified by strong hydrogen bond forces between molecules, cell survival was favored. However, when bonds between molecules were weak, biological assemblies were able to integrate into, and break down, the lipid layer of the cell membrane, and thereby stimulate cell death (Fig. 1). They also demonstrated that both the water-hating region and the positive charge of the PA were required to promote cell death.

— Nicola Parry
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Fig. 1. An image of a cell growing on a strongly cohesive material that encourages cells to grow and spread (bottom), and a small group of dying cells in contact with the weakly cohesive material (top). The presence of the green dye inside the cell confirms that it is living, and the red dye stains the cell membrane for visualization.
Ebola virus causes a deadly hemorrhagic disease with case fatality rates up to 90%. This is due to the virus’ ability to rapidly shut down innate immune responses and cause a severe immune reaction called a “cytokine storm.” But how does it do this and why is it so effective? Researchers using two U.S. Department of Energy x-ray light sources, including the APS, have uncovered an important part of the answer. Their work has shown how an Ebola virus protein called VP24 blocks cellular responses to interferons, which exert a critical antiviral effect as part of the innate immune response. Ebola virus VP24 protein (eVP24) does this by blocking the movement of a critical signaling molecule into the nucleus where it normally activates the antiviral state in cells. Their structural and biochemical analysis of the interaction between eVP24 and the protein that acts as a shuttle to move cargo through the nuclear gate, KPNA5, reveals details of the interaction that might be exploited for designing pharmaceutical interventions to fight Ebola.
When the body encounters a virus, it sends out signals, activating a cascade of events that sound the alarm and produce an antiviral state in cells. This state is triggered by interferon (IFN), which activates the transcription factor STAT1. Once activated, STAT1 is able to access a special entrance into the nucleus through transporters via a non-classical pathway. The non-classical pathway is a secondary pathway that is distinct from the classical transport pathways through which most protein traffic enters the nucleus. STAT1’s access to the non-classical pathway is facilitated by several nuclear transporters from the NPI-1 subfamily, including KPN5, which was the protein used in this study. Once inside the nucleus, STAT1 activates a group of genes that gets the antiviral arsenal up and running.

The researchers in this study from Washington University School of Medicine in St. Louis, Icahn School of Medicine at Mount Sinai, the University of Texas Southwestern Medical Center at Dallas, and Washington University in St. Louis started their investigation on the basis of previous work. They knew that Ebola blocks the entry of STAT1 into the nucleus, effectively blocking antiviral gene transcription, and they knew that it did it by blocking STAT1’s access to KPN5 with eVP24. What they didn’t know was the molecular details of the eVP24-KPN5 interaction that might suggest a way to block eVP24 with pharmaceutical interventions. For this they needed structural information.

The team’s first step was to define the interaction between KPN5 and eVP24. They determined that eVP24 binds just to one end of KPN5, allowing them to use this smaller region of the protein for crystallization. The crystal structure of eVP24 bound to the fragment of KPN5 was obtained at the SBC-CAT beamline 19-ID-D at the APS and the Advanced Light Source beamline 4.2.2 at Lawrence Berkeley Laboratory. The structure revealed a number of important features of the interaction (Fig.1). First, the binding site for eVP24 on KPN5 is unique and, while it overlaps the known site for STAT1, it does not resemble that for any other cargo that come in through the non-classical pathway. Also, while neither protein changes conformation much in the binding interaction, eVP24 contributes a large binding interface to the interaction involving several amino acids from various loops on the structure.

Biocchemical analysis of eVP24 proteins with these amino acids mutated showed that the loss of single contacts only resulted in slightly impaired binding while loss of several contacts resulted in completely abolished binding. Interestingly, the specificity of the interaction is mediated mostly by eVP24 amino acids that are different from those in the same region in the related Marburg virus VP24 (mVP24) protein. In fact, despite significant protein sequence similarity to eVP24, mVP24 adopts a different structure in this region. This may explain why Marburg does not block interferon signaling using the same mechanism.

Further analysis of eVP24 proteins possessing mutations in the KPN5 binding domain showed that eVP24 mutants with reduced KPN5 binding also have reduced ability to block STAT1 nuclear transport and IFN-induced gene activation. This supports a model in which the eVP24 interaction with KPN5 is critical to its ability to block innate immune system activation by IFN. Similar assays also show that eVP24 does not block the classical transport pathway. This is important because it allows Ebola to block progress to the antiviral state while at the same time keeping cellular machinery up and running to churn out viral proteins needed to propagate its deadly progeny.

The research team hopes that this work will provide clues that will allow them to identify new or existing drugs that can block the interaction between eVP24 with KPN5 while leaving STAT1 signaling intact. — Sandy Field
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Sunlight is the basis for all life on Earth so it should come as no surprise that many organisms have developed complex systems for detecting the quality and quantity of light in their environment. Plants, fungi, and many species of bacteria use light-sensitive proteins called phytochromes to control biological functions that respond to changes in light. In the bacterial species *Deinococcus radiodurans*, a red/far-red-light absorbing phytochrome controls the production of light-protective pigments. The structure of the phytochrome in the resting state has been solved, but the question of how the signal from light gets transformed into a biological action has remained elusive. Now, in work that used the BioCARS beamline 14-ID-B at the APS, as well as beamlines at the European Synchrotron Radiation Facility (France) and the Swiss Light Source, researchers have collected structural data on the active state of the phytochrome sensory module that provide exciting new insights into how it transforms light into action. These findings fill in critical steps in our understanding of these complex sensory systems, manipulation of which may have many future applications in agriculture.

Fig. 1. Model of protein secondary structural changes in the photosensory module from *D. radiodurans* between the resting (Pr, this page) and active (Pfr, next page) states in response to light. Red-light absorption by the chromophore (red) in the Pr form of the phytochrome results in dramatic changes in both the “tongue” structure (green) and the overall interaction between the two copies of the protein in the dimer (gray).
A research team from the University of Jyväskylä (Finland), the University of Gothenburg (Sweden), the University of Chicago, and the Paul Scherrer Institut (Switzerland) sought to learn more about the active-state structure of phytochrome systems by comparing structural data for the resting and the activated forms of the phytochrome from D. radiodurans. Their initial experiment involved utilizing the BioCARS beamline at the APS for time-resolved solution x-ray scattering measurements of the phytochrome sensory module in the two states. To achieve this, they flashed a solution of the phytochrome with short bursts of red light to convert between the resting and the active state. In the interim between the flashes, they collected the x-ray scattering data. Analysis of the data revealed the build-up of large conformational changes between the two structures at the nanometer scale.

With this promising data in hand, the team sought higher resolution data to determine the exact nature of the molecular changes that were taking place between the two states. For this, they crystallized the phytochrome in both the resting, Pr (red-absorbing) and active, Pfr (far-red absorbing) state. Both structures showed that the phytochrome forms a dimer with two copies of the protein forming a single unit. In the resting state, the dimer is in a “closed” configuration and a highly evolutionarily conserved amino acid sequence forms a tongue-like structure (Fig. 1).

In the resting state, the tongue forms a β-sheet secondary protein structure. Absorption of red light by the Pr form causes dramatic changes in the protein. The two halves of the dimer adopt an “open” conformation, widening the gap between them by several nanometers. Remarkably, the tongue now converts to a completely different protein secondary structure and adopts a much shorter, α-helical conformation. The new tongue is 2.5 Å shorter and interacts with different conserved amino acids than the resting state tongue. This change is sufficient to explain how the active state of the protein may transmit changes to the next protein in the signaling cascade in response to the light.

The data obtained by the team provide the sequences of steps required to convert light into action. First, red light absorption causes changes in the chromophore at the atomic level, which are amplified and transmitted to the surrounding phytochrome. These changes result in dramatic rearrangement of the tongue, which shortens by 2.5 Å. Shortening of the tongue causes a shift in the rigid dimer structure of the phytochrome and the dimer “opens” by several nanometers. The conformational signal is amplified from a small nudge at the atomic level to a dramatic protein rearrangement on the nanometer scale. Action!

According to the team, this mechanism of action has fallen on fruitful ground in the research community and different aspects of the structural mechanism have already been verified in publications by other groups. The team’s next goal is to decipher how the structural signal is converted into a biochemical signal in the output domain of the phytochrome. This will require collecting more structural data on the D. radiodurans and other phytochromes.

— Sandy Field
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A TALE OF TWO GLUTAMATE RECEPTORS

The majority of excitatory brain signals are transmitted by the simple amino acid glutamate, which activates metabotropic and ionotrophic glutamate receptors (mGluR and iGluR, respectively) embedded in neuronal membranes. Activation of mGluRs kicks off a series of chemical cascades that can alter the function of neurons, while activation of iGluRs opens ion channels in the neuronal membrane that can trigger the neuron to fire action potentials. Disruptions in glutamate signaling are implicated in many neurological diseases including Alzheimer’s, Parkinson’s, schizophrenia, and depression. Not surprisingly, glutamate receptors are the target of a significant proportion of pharmacological therapies. The complexity of the glutamate receptors bears some of the credit for the large number of targeting compounds: in addition to binding glutamate, mGluRs and iGluRs have multiple binding sites for other molecules that can modulate receptor function. Knowing these receptors’ precise physical structure can facilitate the design of drugs to treat specific diseases. Studies carried out at the APS by two separate groups of researchers have provided the first x-ray crystal structures of an mGluR called mGlu1 and the NMDA receptor, one of three iGluRs. Comparisons of the new structures to those of closely related glutamate receptors have contributed to a deeper understanding of the relationship between structure and function in both classes of receptor.

NMDA receptors are heterotetramers mainly composed of two copies each of GluN1 and GluN2 subunits, which activate upon concurrent binding of glycine to GluN1 and L-glutamate to GluN2. Researchers from Cold Spring Harbor Laboratory used the GM/CA-XSD 23-ID-B and -D beamlines at the APS, and the BL41XU beamline at the SPring-8 synchrotron x-ray facility in Japan to capture the x-ray crystallographic structure of the GluN1α-GluN2B NMDA receptor in the presence of glycine, L-glutamate, and ifenprodil, an inhibitory allosteric modulator (i.e., a compound that binds to a secondary site) [1]. The structure was initially resolved at 5.7 Å. Mutations to select amino acids residues facilitated a series of cross links to improve the resolution to better than 4 Å. The resulting structure had the shape of a bouquet of flowers where the blooming flowers and stems correspond to the extracellular domains, which bind neurotransmitters and modulators and control ion channel opening, and the transmembrane domain, which forms the heterotetrameric ion channel, respectively (Fig. 1). The overall shape of the NMDA receptor is distinct from that of the “Y”-shaped homotetrameric GluA2AMPA receptor — the only other iGluR whose structure has been solved — despite both receptors having a tetrameric arrangement. This difference in shape can be attributed to the fact that extracellular domains in the NMDA receptors are packed tightly, whereas those in the GluA2AMPA are not, causing it to splout. The researchers also identified several other structural differences between the NMDA and AMPA receptors that reflect differences in receptor function.

Fig. 1. Structure of NMDA receptor. The crystal structure of the NMDA receptor is shown bound by L-glutamate (large molecular structure, middle left), glycine (large molecular structure, middle right), and two ifenprodil molecules (large molecular structures buried behind top portion of purple subunit). The GluN1α (orange), GluN1β (yellow), GluN2α (cyan), and GluN2β (magenta) subunits form NMDA’s heterotetrameric structure.
Like the NMDA receptor, the mGlu1 receptor is a promising therapeutic target. Because its glutamate-binding site is so selective for glutamate, the most accessible target for drug candidates are allosteric receptors on the extracellular portion of mGlu1’s seven-transmembrane (7TM) domain.

To gain a better understanding of the geometry of those allosteric binding sites, researchers from The Scripps Research Institute, Vanderbilt University, and Monash University (Australia) likewise used the GM/CA-XSD beamline 23-ID-D at the APS to determine the crystal structure of the human mGlu1 receptor 7TM domain (residues 581-860) with an inhibitory modulator, FITM, bound to the allosteric site (Fig. 2) [2]. The original resolution of 4.0 Å was improved to 2.8 Å by integrating data collected from 14 crystals.

The crystal structure revealed that FITM fits tightly into a long, narrow, boomerang-shaped pocket. Examination of contact residues in the binding pocket revealed only four residues of mGlu1 that differ from mGlu5, a closely related receptor with a lower affinity for FITM. The researchers demonstrated that residue Thr815 was critical for FITM binding. Furthermore, comparing FITM binding properties with those of less active compounds indicates that polar interactions within the binding crevice are important for the regulation of binding at this site. Overall, the mGlu1 crystal structure provides a deeper understanding of its molecular recognition mechanism and facilitates the discovery of allosteric modulators.

— Chris Plamer
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DNA damage is a fact of life. On any given day, an organism’s DNA will suffer between 10,000 and 1,000,000 breaks or other damage. These problems are repaired by enzymes in our cells that fix the breaks, remove errors, and maintain the integrity of the genome. One of these DNA repair enzymes acts as a kind of molecular scissors to cut DNA at damage points and resolve tangles that can form when things go wrong. This must be done with great specificity in order to restore the DNA code to its previous state and not generate mutations. Researchers utilizing the APS and the Pohang Accelerator Laboratory in South Korea solved the structure of one of these molecular scissor proteins, called Mus81-Eme1, in a complex with DNA. Their analysis reveals the elegant way the enzyme recognizes, positions, and cuts the DNA, and then secures the two ends to avoid a new tangle and furthers our understanding of the mechanisms of DNA repair, with positive implications for fields such as reproduction, cancer, and aging.

Fig. 1. a) A complex structure containing Mus81 (cyan) Eme1 (pink) bound to a 3’ flap DNA. The DNA strand to be cut is shown in yellow, the 5’ end (orange) is shown in the 5’ binding pocket (blue dotted circle) and the complementary DNA strand is shown in green. The wedge is shown as a black dotted circle. b) A 90° rotated view of 1a. On the right and left of the wedge, the 5’ junction of the 5’ end junction strand and the 3’ end of the strand to be cut are placed at the 5’ end binding pocket and the active site, respectively.
Most genes that have been found to affect lifespan are involved in DNA repair. If breaks and other DNA damage are not repaired, disease can result from adverse effects on normal gene expression and cell division functions that are critical to life.

One type of enzyme involved in DNA repair is a molecular scissors called an endonuclease. Mus81-Eme1 is one of a family of structure-selective endonucleases responsible for resolution of complex DNA overlaps that are the result of DNA damage. These overlaps, or flaps, come in two different flavors, 5′ and 3′ (pronounced “5-prime” and “3-prime” in DNA parlance) depending on the direction of the DNA break that occurred.

The researchers from the Pohang University of Science and Technology (South Korea) and Argonne were interested in why the Mus81-Eme1 endonuclease specifically recognizes only the 3′ flaps and not the 5′ flaps. To study this, they crystallized Mus81-Eme1 in complex with small pieces of DNA with either 3′ or 5′ flaps and collected diffraction data for the crystals at the SBC-CAT beamline 19-ID-D at the APS, and at the Pohang Accelerator Laboratory.

As one might expect for an enzyme that performs an important basic DNA repair function, Mus81-Eme1 works with elegance and precision. The team compared structures for Mus81-Eme1 in complex with one 5′ flap DNA and two 3′ flap DNAs. The 5′ flap structure showed that the DNA could bind to Mus81-Eme1 but the binding did not result in cutting of the DNA. Analysis of the 3′ flap structures revealed why.

When Mus81-Eme1 binds to the 3′ flap DNAs it undergoes a dramatic shape change and convertst from a compact structure to a more open structure (Fig. 1), unmasking a protein domain that acts as a wedge to keep the two cut ends separated. The 5′ end that is not being cut is held in place by a specialized binding pocket that keeps the end away from the action.

Next, Mus81-Eme1 bends the DNA to position the 3′ end right in the active site. Biochemically, the 5′ flaps don’t work because the free 3′ ends don’t fit properly into the binding pocket and so the DNA doesn’t bend to place the 5′ end into the active site.

The team validated their model in two ways. First, they confirmed reduced enzyme activity in mutant versions of Mus81-Eme1 based on structure model predictions. Second, in experiments in which they labeled both ends of the DNA with fluorescent tags, the addition of Mus81-Eme1 resulted in the two ends of the DNA moving closer together, supporting the bending formation in the structure.

What’s next? Because endonucleases like Mus81-Eme1 are responsible for repair of some of the most complex types of DNA damage, when these are not repaired due to a malfunction of an endonuclease, serious developmental and genetic disease can occur. The next step for the team will be to study the structures of other members of this endonuclease family, including one involved in a disease called Fanconi anemia, in order to provide a frame-work for curing these diseases.

— Sandy Field
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Rosalind Franklin was a brilliant x-ray crystallographer whose photograph of a fiber of DNA [above] was critical to James Watson and Francis Crick’s discovery of the double helix. Her x-ray studies of DNA provided data that helped to bring into being the theoretical model constructed by Watson and Crick.

Her colleague at King’s College, Maurice Wilkins, showed her photograph of the “B” form of DNA to Watson early in 1953, when she was preparing to leave King’s to start a new project at Birkbeck College, London. Watson describes her reaction in The Double Helix: “The instant I saw the picture my mouth fell open and my pulse began to race... the black cross of reflections which dominated the picture could arise only from a helical structure... mere inspection of the x-ray picture gave several of the vital helical parameters.” … The laboratory notebooks in which Franklin set out her findings and noted her own thoughts about the structure... contain annotations made ten years after her untimely death by her colleague Aaron Klug, who published a paper in Nature in 1968 showing that she had been ahead of Watson and Crick in establishing key parameters of the structure.

DNA was only an interlude in Franklin’s career. She had made important contributions to the study of the carbon at the British Coal Utilisation Research Association; subsequently she used her skills to reveal the hollow centre of the tobacco mosaic virus particle, and to trace the helical form of its genetic material within this cylinder.

A Novel Mechanism of DNA Demethylation

The Tet family of enzymes regulates gene expression through chemical modification (demethylation) of DNA, turning specific genes “on” for important cellular events during development and cell proliferation. To understand how the Tet enzymes interact with DNA and perform the chemical reactions required for gene regulation, researchers from the Emory University School of Medicine, New England Biolabs, the University of Georgia, and SER-CAT used x-ray crystallography at the SER-CAT 22-BM-D and 22-ID-D beamlines of the APS to a resolution of 2.9 Å. to obtain high-resolution snapshots of the Naegleria Tet-like dioxygenase (NgTet1) in complex with 5-methylcytosine (5mC) DNA (Fig. 1). The findings show that Tet enzymes interact with DNA in a fashion distinct from other DNA modifying enzymes. Understanding how Tet enzymes interact with target DNA is important for understanding of their regulation and for potential development of inhibitors to modulate their activity in contexts ranging from brain development to cancer.
The important roles of the Tet family of enzymes have only recently emerged. These enzymes are dioxygenases, which bind to DNA with a chemically modified building block, a 5-methylcytosine (5mC), and catalyze its conversion to three possible products, 5-hydroxymethylcytosine (5hmC), 5formylcytosine (5fC), and 5-carboxylcytosine (5caC) through three consecutive oxidation reactions. By carrying out this reaction, Tet-dioxygenase chemically changes DNA, turning the expression of genes from “off” to “on.” Control of both the timing and level of gene expression is critically important during development, and in the control of cell growth and differentiation. Indeed, Tet is required for maintaining the developmental plasticity of stem cells, is involved in early embryonic development, brain development, and is implicated in some cancers.

The Tet-dioxygenases are present throughout the tree of life in a wide range of organisms. The free-living amoeboid flagellate Naegleria gruberi possesses a Tet protein (NgTet1) remarkably similar to that present in humans. This protein was used in the current study to model Tet interactions with DNA, and the findings here can be applied to understanding the human Tet proteins.

The high-resolution crystal structures obtained at the SER-CAT beamlines revealed that NgTet1 interacts with the DNA through interactions with the basic surface of the protein (Fig. 1). This surface interacts with the negatively charged phosphate backbone of the DNA in the minor groove of the DNA helix. This interaction causes the DNA phosphate backbone surrounding the 5mC to kink, flipping out the 5mC base into the active site of NgTet1.

Once in the active site, this base undergoes chemical reactions that result in the demethylation of the DNA. The current work describes the first detailed molecular structure of a Tet enzyme and describes the unique way that this enzyme induces base flipping, which is distinct from the mode employed by other DNA repair and modifying enzymes.

Understanding the regulation and structural bases of Tet activity provides a platform for researchers to develop inhibitors that modulate Tet in contexts beneficial to human health.

— Emma Nichols
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**Generating More Efficient and Stable Bispecific Antibodies**

Bispecific antibodies (BsAbs) are an emerging class of biological therapeutic agents designed to bind to two distinct regions on either the same or different targets, and therefore improve the body’s efficiency in fighting disease. However, their development for clinical use has been slowed, particularly due to issues with their structure that allow mispairing between the heavy and light chain regions of the antibody. Researchers in this study designed a computer-assisted experimental approach, and using the LRL-CAT beamline 31-ID-D at the APS to collect x-ray diffraction data, they produced novel mutant antibodies that were more stable and had the desired structure to reduce this indiscriminate pairing. These findings will be important in guiding future work to design new agents for varied therapeutic use.

![Diagram showing computer-based redesign of amino acid packing at the interface between an antibody light chain (top, L) and an antibody heavy chain (bottom, H). The panel on this page compares the computer model with the starting antibody structure (wildtype, WT). The panel on the facing page shows experimental validation of the computer model via a high-resolution crystal structure solved at the APS.](image-url)
Monoclonal antibodies (MAbs) have become an increasingly important source of therapeutic agents in recent years. These are antibodies that can recognize a single target antigen. However, BsAbs recognize two different antigens at the same time and can therefore bridge two distinct targets. This produces opportunities for increased therapeutic impact.

Although BsAbs have been produced for clinical use using a variety of approaches, production methods have been hindered by problems of manufacturability and issues with their physical and chemical properties.

Antibodies, or immunoglobulins, are large Y-shaped proteins used by the immune system to attack foreign substances such as bacteria, viruses, and even cancer cells. The two basic structural units of an antibody are heavy chains and light chains. The antibody recognizes a specific part (antigen) of the foreign substance — the tip of the “Y” — that is specific for a particular part (epitope), on a target antigen, allowing them to bind together very precisely. The fragment antigen-binding (Fab fragment) is the region that binds to antigens, and contains one constant and one variable domain region of each of the heavy and light chain.

The “variable region” at the tip is made up of amino acids belonging to both light and heavy chains. This region also binds to antigen, but allows for variations in amino acid components, thereby enabling millions of antibodies with slightly different antigen-binding sites to exist. As a result of this, antibody heavy chains have evolved to bind light chains in a relatively nonspecific manner. This can be a major challenge with respect to generating BsAbs for clinical use, because this indiscriminate pairing leads to production of non-functional BsAbs. Specific pairing is essential for their optimal manufacturability and effectiveness.

Because Fab fragments can be produced in the laboratory, one solution to potentially produce a more specific BsAb and prevent mispairing of heavy and light chains involves the design of an antibody Fab with a fully orthogonal (perpendicularly arranged) structural interface where the heavy and light chain connect. Re-engineering a specific area of the antibody, known as the CH3 domain, plays a key role in efficient heavy chain pairing.

In this study, researchers from the University of North Carolina at Chapel Hill and the Eli Lilly Biotechnology Center used a combination of computational and rational design methods to produce novel BsAbs with the desired structure. This computer-aided approach involved choosing a suitable antibody to act as a protein “scaffold” from which new mutant Fabs were engineered following specific changes to the structure of the original scaffold. The researchers inserted mutations into the CH3 domains of various parental mAbs to allow expression of correctly paired BsAbs.

Using x-ray diffraction data sets collected from the 31-ID-D beamline, they were then able to validate the three-dimensional crystal structures of the newly produced proteins (Fig. 1). The researchers identified mutant antibodies that were more stable and prevented mispairing of heavy and light chains, facilitating expression of correctly assembled BsAbs using a variety of parental mAbs containing the mutant Fab interface.

These results will be important in guiding future work to investigate whether this strategy can be applied successfully to all antibodies, and may hold the potential to generate powerful therapeutic agents for the effective treatment of complex diseases.

— Nicola Parry
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Fig. 1. The external face of the flavivirus nonstructural protein 1 (NS1) dimer (subunits in blue and yellow) is exposed on infected cell surfaces where it can interact with the immune system. NS1 contains sugar moieties (grey balls). NS1’s external face is also exposed in secreted NS1 particles present in patient sera. The background image shows artificial spherical membrane particles coated with the NS1 protein. Image: David Akey and Somnath Dutta, both University of Michigan
mosquito or tick bite may trigger more than an itchy welt; these bloodsuckers can transmit flaviruses, which cause dengue fever and West Nile fever, among other illnesses. No vaccine exists that can curb their spread. The dengue virus alone may infect more than four hundred million people each year. Scientists trying to decipher how flaviruses replicate inside a host’s cells and evade detection by the immune system have honed in on a flavivirus protein called nonstructural protein 1 (NS1). Evidence suggests that NS1 is involved in both the replication of the viral genome and the manipulation of the host immune system that allows the viruses to spread from cell to cell. However, the structure of this enticing molecule had long remained a mystery because NS1 proved difficult to produce in the laboratory and its sequence doesn’t match that of any protein with a known structure. But a research team from the University of Michigan, GM/CA-XSd, and Purdue University achieved a breakthrough that allowed them to make NS1 in the lab. They then proceeded to solve the protein’s three-dimensional structure with x-ray diffraction data collected at the APS (Fig. 1). The molecular structure reveals the parts of NS1 involved in the replication and spread of the flavivirus, providing targets that may help speed the development of vaccines and antiviral medications.

Scientists have been trying to make NS1 crystals for 15 to 20 years, with little success. The problem was that NS1 has a hydrophobic surface, which encourages the molecule to stick to membranes and not let go. Several years of research by members of this team were required to determine the appropriate protocol for production of NS1. The final “a-ha” moment came when they treated broken cells from the expression culture with a mild detergent, gently convincing the membranes to release NS1. After that, crystallization was relatively straightforward.

The researchers next visited the GM/CA-XSd beamline 23-ID-D at the APS and proceeded to collect data on 18 NS1 crystals, ending up with more than 100 data points per diffraction spot. Due to the lack of structural homologues, they relied on anomalous scattering from NS1’s native sulfurs in 12 cysteines and 5 methionines to elucidate the structure. The researchers solved the structure of NS1 from West Nile virus, but found that crystals from the dengue virus NS1 yielded an identical structure. As the primary sequence suggested, the structure of NS1 is unlike any other known protein structure.

Previous research indicated that, early in infection, NS1 forms a dimer inside a host’s cell and interacts with the viral replication complex on the opposite surface of the endoplasmic reticulum membrane. To explore NS1’s role in viral replication, the team mixed the protein with liposomes, as a proxy for endoplasmic reticulum membranes. NS1 coated the liposomes and broke the vesicles apart, forming smaller lipoprotein nanoparticles. This observation suggested that NS1 may organize the viral replication complex through membrane remodeling. Using the structure as a guide, the researchers identified the greasy face of NS1 most likely to interact with the membrane-bound replication complex.

In addition to its intracellular functions, NS1 carries a secretion tag that sends the protein outside the cell and into the bloodstream. While NS1 is a dimer inside of cells, evidence from electron microscopy shows that NS1 forms a hexamer in the extracellular space. The NS1 hexamer interacts with immune system components, suggesting that the function of extracellular NS1 is to trick the immune system into ignoring the infection. Previous studies showed that human antibodies, immune system proteins, recognize 108 different pieces of the NS1 protein. To identify the parts of NS1 involved in immune system manipulation, the researchers mapped these 108 epitopes onto the structure of hexameric NS1. The epitopes clustered into a few “hotspots,” all on a face of the protein opposite to the one used in membrane remodeling. One hotspot resembled a human protein involved in the defense against flaviruses. This suggests that NS1 may thwart the immune system via protein mimicry, though more research is needed to tease out the details.

— Erika Gebel Berg
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Acetylation can have a variety of impacts on cellular processes, including altering protein size, DNA binding affinity, and enzymatic activity. While acetylation has been well documented in eukaryotes, only in the past few years have researchers obtained genetic, mass spectrometric, chemical, and structural evidence of acetylation of thousands of lysine residues in hundreds of *E. coli* proteins, suggesting that acetylation is every bit as critical and widespread in bacteria as it is in eukaryotes. Multiple threads of evidence also indicated that the molecule acetyl phosphate can function as an acetyl donor in bacteria, along with the better known acetyl coenzyme A.

One type of post-translational modification is Nε-lysine acetylation, in which an enzyme catalyzes the donation of an acetyl group from acetylcoenzyme A (acCoA) to the ε-amino group of a lysine residue within a protein. This is known to be very common in eukaryotes, but has only recently been shown to occur in bacteria. However, the prevalence of acetylation and its mechanism(s) had not yet been examined in detail.

The research team in this study, which included scientists from Northwestern University; Loyola University; the Buck Institute for Research on Aging; Northwestern University; the University of California, San Francisco; and the University of Maryland, demonstrated that acetylation is likely capable of modifying the function of important enzymes, a finding that could have implications for the engineering of bacteria for specific applications in a variety of fields such as energy production, medicine, and environmental remediation.
research team plans to investigate how acetylation impacts protein function, as well as determine how the process is regulated within living bacteria.

— Chris Palmer
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Fig. 1. Three-dimensional structures of glycolytic enzymes reveal that acetyl-phosphate (acP) can acetylate bacterial proteins non-enzymatically. (a) above: Surface representation of E. coli triose-phosphate isomerase (TpiA) with acP bound in the active site. Polar contacts between acP and Ser 212 and the main-chain nitrogen of Gly 234 are indicated with yellow dashes. The catalytic Lys 11 is also shown. (b) below: Glyceraldehyde 3-phosphate dehydrogenase (GapA) structure with selected acetylated lysine residues 249 and 257. Residues in the local environment of acetylated lysines are labeled. Modified lysine residues became non-enzymatically acetylated after quickly soaking crystals with acP.
TARGETING CERTAIN CARDIOVASCULAR DISEASES

Cyclic guanosine monophosphate (cGMP) and cyclic adenosine monophosphate (cAMP) are important intracellular modulators of essential physiological processes which bind and activate the enzymes protein kinase G (PKG) and A (PKA), respectively. The interaction between cGMP and a form of PKG known as PKG I is particularly important in the cardiovascular system because existing drug therapies such as organic nitrates and phosphodiesterase inhibitors are ultimately designed to sustain the activity of PKG by elevating cellular cGMP. Therefore developing compounds to target PKG would be useful to treat certain cardiovascular diseases. But this has been difficult, particularly due to a lack of knowledge about its structure and poor understanding of its selective activation by cGMP. The researchers in this study showed that a specific region of the structure of PKG I, known as the C-terminal cyclic nucleotide binding domain (CNB-B), is important for selective cGMP binding, and that two amino acids in particular are key to this specificity. They also used the APS to examine the crystal structure of CNB-B with and without bound cGMP. In this way, they showed important structural changes in the cyclic nucleotide pocket of PKG I upon binding of cGMP, namely its capping by another amino acid which stabilizes the active site region. These findings will be important in guiding future work to design new drugs for treating hypertensive diseases such as arterial and pulmonary hypertension, heart failure and erectile dysfunction.

Fig. 1. Left panel, this page: Affinity measurements of PKG I CNB-B for cGMP and cAMP. PKG I CNB-B provides ~200-fold selectivity for cGMP over cAMP. Competition fluorescence polarization (FP) curves are shown in red, and competition surface plasmon resonance (SPR) curves are shown in black. Error bars denote standard error of the mean SEM. Middle panel (this page) and right panel (facing page): Detailed interactions at cGMP pocket of PKG I CNB-B (middle panel) and cAMP pocket of PKA I CNB-B (right panel). The individual cGMP or cAMP interacting residues are shown, with the following color theme: side chain carbon, black; oxygen, red; nitrogen, blue. Key amino acid contacts are shown as dotted lines.
The intracellular modulators cGMP and cAMP are important secondary messengers – signaling molecules released by cells to trigger certain physiological responses. The enzymes PKG and PKA are activated after binding to cGMP and cAMP, and regulate many important physiological processes such as glycogen and steroid metabolism, vascular and smooth muscle tone, and memory formation. In the heart, for example, cAMP acts to increase the strength of contraction, while cGMP acts to weaken contractions. Although these opposing processes are kept in balance in the cell, selective binding of cGMP and cAMP is critical to keep the 2 pathways separated. However, the exact mechanism of this selectivity has so far been poorly understood.

Since PKG is also involved in the mechanism of action of drugs that increase cGMP in cells, either by stimulating its production (example: organic nitrate) or by preventing its degradation (example: sildenafil citrate), there is a strong interest in using compounds that activate PKG in particular. However, this has been difficult due to the lack of information about the structure of PKG and poor understanding of how it is specifically activated by cGMP.

In this study, researchers from the Baylor College of Medicine; the University of Kassel (Germany); Rice University; the University of California, San Diego; McMaster University (Canada); Rigaku Americas; and Lawrence Berkeley National Laboratory performed studies to further investigate the biochemical nature of the cGMP specificity of PKG, as well as its crystal and NMR structures.

The team discovered that the key to selectivity for cGMP binding lies in a specific part of the regulatory region of the structure of PKG I known as CNB-B. Two particular amino acids (leucine and arginine at positions 296 and 297, respectively) were found to be essential for cGMP selectivity. Moreover these amino acids are replaced with valine and glycine in the corresponding region in PKA and no such interactions are seen between cAMP, further explaining the cyclic nucleotide selectivity mechanism (Fig. 1). Using diffraction data sets collected from the LRL-CAT beamline 31-ID-D of the APS, they were also able to determine the three-dimensional crystal structures of CNB-B with and without bound cGMP.

As a result of this study, the researchers were able to suggest a mechanism for the specific activation of PKG I by cGMP. By comparing the crystal structures of CNB-B with and without bound cGMP, they found structural changes in the C-terminal helix of CNB-B, which bridges the enzyme’s N-terminal regulatory domain with its C-terminal catalytic domain. Binding of cGMP resulted in its capping by the amino acid tyrosine at position 351, and subsequent stabilization of the structure of the C-terminal region.

These results will be important in guiding future work to investigate this activation mechanism in more detail, and may play an important role in the development of therapeutic agents for the treatment of hypertensive diseases.

— Nicola Parry
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By many estimates, the worldwide reserves of uranium — between 5 and 6 million tons — could be exhausted by the end of this century. However, nearly 1,000 times as much of this key element used in nuclear energy production is thought to be dissolved in the world’s oceans. Efforts to extract uranyl, the predominant aerobic form of uranium, from seawater date back many decades. So far, though, all solutions have been cost prohibitive. Last year, researchers used a computational algorithm and high-brightness x-rays from the APS to guide the engineering of a protein to selectively bind uranyl with a very high affinity. Because the protein can be expressed in a common bacteria species, it can be used to mine ocean-based uranium cheaply and with far less environmental consequences than land-based deposits.

Fig. 1. Uranyl sequestration strategy. Immobilization of the computationally designed super uranyl-binding protein on a solid support selectively adsorbs uranyl from synthetic seawater. After uranyl is removed by washing with a solvent, SUP is recovered for continued use.
The oceans of the world contain enormous amounts of precious metals, though at miniscule concentrations. To tap these dispersed, yet highly lucrative, resources, scientists have devised numerous extraction systems. A common approach is constructing an inorganic binding surface that selects for the size and charge of the metal ion of interest. However, this general strategy is not suitable for the selective enrichment of metals such as uranyl that are similar in size and charge to other ions found in seawater.

While inorganic filters have been either too expensive to make and deploy or not sufficiently selective, nature freely produces proteins that can recognize metal ions in the femtomorphic range. Researchers from The University of Chicago, Peking University (China), and Argonne developed a computational screening algorithm called URANTEIN to search the Protein Data Bank for proteins containing pockets, or binding sites, that could accommodate uranyl. Included in the search were proteins that could be readily modified to display amino acid residues that would optimally bind and hold uranyl. This initial search turned up more than 5000 candidate proteins. Further selections considering stability, potential steric clashes, and accessibility of the binding site led to 10 suitable candidates. Of these, 9 expressed well in a biological system, and 4 of those had sufficiently low binding affinities.

One of the candidates, a small protein with an unknown function from *Methanobacterium thermoautotrophicum*, an anaerobe isolated from sewage sludge in Urbana, Illinois, was particularly stable and useful. Several rounds of amino acid mutations brought the binding affinity down from 37 nm to 7.4 FM. Next, the team demonstrated that the uranyl binding selectivity of the protein — dubbed super uranyl-binding protein (SUP) — was significantly higher than that of 17 metal ions that are commonly targeted for seawater extraction, as shown in Fig. 1.

The high-resolution crystal structure of SUP — captured using the LS-CAT 21-ID-F x-ray beamline and the NE-CAT 24-ID-C x-ray beamline, both at the APS — revealed a binding-site geometry similar to that predicted by the URANTEIN model. The crystal structure also helped identify amino acid residues of SUP involved in functions such as binding and holding uranyl, creating a negative charge environment to hold uranyl in place, contributing to the high selectivity, and stabilizing the binding site.

To test the efficiency of SUP, the researchers treated water containing 158 parts per billion of uranyl with SUP fused to a maltose binding protein immobilized on resin. This setup resulted in sequestration of more than 95% of the uranyl. Next they tested the efficiency of uranyl enrichment in synthetic seawater, which was composed of many of the metal ions present in real seawater. The amount of uranyl sequestered depended significantly on the concentration of the SUP-maltose fusion protein; when fusion protein concentration was equivalent to that of uranyl, 17% of the uranyl was extracted; an excess of SUP (6,000 times that of uranyl) resulted in enrichment exceeding 90%.

The team genetically expressed SUP on the surface of *Escherichia coli* and found that this bacterial system could extract more than 60% of the uranyl in synthetic seawater. This is the first known demonstration of a bacterial system used to sequester uranyl.

In summary, a computational approach guided the rational design of a protein that can be used to extract uranyl from seawater. The efficiency of uranyl extraction exceeded 60% when SUP was expressed in *E. coli* and 90% when bound to resin. In the future, similar cost-effective protein engineering strategies can be extended to the mining of other precious metals or in the remediation of polluted environmental sites. — Chris Palmer
Finding Novel Antibiotic Targets

Cook's know that getting the water-based and the oil-based components of a dish to agree can take some work. They just don't get along. Cells have exactly the same problem. Getting oily lipids from where they are made to where they need to be in a watery cellular environment can be a daunting task, but not if you are a skilled biochemist, as cells are. One of the ways that cells have developed to solve the oil-water problem is to design a protein that shuttles lipids between biosynthetic enzymes. These proteins, called acyl carrier proteins (ACPs), are found in all domains of life, from bacteria to humans. One particularly interesting version is found in bacteria where ACPS are used in the biosynthesis of membrane lipids that form the bacterial endotoxin called lipid A. Lipid A is an activator of the human immune system and, because it is essential for bacterial survival, represents a possible novel target for antibiotic therapy. Recent work by researchers from the Duke University Medical Center has elucidated the structure of a bacterial ACP interacting with one of the key Lipid A biosynthetic enzymes, LpxD. Their work, conducted at the APS, reveals new information about the catalytic interactions between ACP and LpxD and a surprising new role for ACP in product release that may offer just the target they were seeking.

The researchers crystallized three different versions of the LpxD-ACP complex in order to get structural data on what was going on at each step of the catalytic interaction. The methods for purifying and crystallizing LpxD were already known, their advance was in their ability to make different versions of the ACP and to manipulate the catalytic process to “stall” it at different stages. Central to this was the ability to make ACP with its 4′-phosphopantetheine (4′-PPT) prosthetic arm, which is responsible for binding to the oily cargo, with the 14-carbon acyl chain already loaded (acyl-ACP) and with it unloaded (holo-ACP) [Fig. 1(a) and 1(f)]. Then, they mixed these ACP versions with either catalytically active LpxD or a mutant of LpxD that was not catalytically active. Biochemical tricks to slow catalysis also helped to stall the enzyme in intermediate states.

Three structures were obtained at the SER-CAT 22-BM-D and 22-ID-D beamlines at the APS. Each structure showed that three LpxD molecules combine to form a trimer and that one molecule of ACP binds to each of these through a C-terminal ACP recognition domain (ARD). Aspects of the intact acyl-ACP structure [pre-catalysis, Fig. 1(b)] allowed them to elucidate the basis for the strict 14-carbon acyl chain specificity of LpxD. The structure shows that one end of the acyl chain packs against an amino acid, methionine 290, which acts as a “ruler” that keeps the allowable chain length at 14 carbons.

The second step structure, in which the acyl group had been delivered to the recipient molecule but neither had left the complex, showed that the 4′-PPT prosthetic arm covers the exit site of the enzyme and keeps ACP and the product from leaving [Fig. 1(d)], transparent orange). Interestingly, in the final snapshot of catalysis, the 4′-PPT group moves a significant distance up and out of the way [Fig. 1(e)] and then finally the holo-ACP [Fig. 1(f)]. These unprecedented structural snapshots provide insight into movements within ACP and uncover key molecular interactions at the protein-protein interface. Molecules that could block acyl-ACP from binding to LpxD would potentially serve as novel antibiotics because the LpxD reaction is essential to bacterial life.

The next step is to determine the structure of LpxD in complex with the acylated lipid product, which will complete the “molecular landscape” of the active site and facilitate the design of novel antibiotics to treat bacterial infections. — Sandy Field
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The NolR protein regulates the complex network of gene expression that guides formation of Rhizobia root nodules, a process critical for establishing the symbiotic relationship between nitrogen-fixing bacteria and legume plants. To explain the structural basis for NolR’s ability to bind to genes, specifically variant regulatory sequences with genes, researchers used high-resolution x-ray crystallography of NolR alone and in complex with varying DNA sequences. The x-ray diffraction data, collected at the SBC-CAT 19-ID-D beamline, at a wavelength of 0.979 Å, shows how NolR uses a conformational switch to accommodate variation in the DNA sequences to which it binds. Understanding the molecular basis for the control of nodulation is important for potential applications that may improve nitrogen fixation in the soil, a process on which agriculture depends heavily.

Bacteria permeate and are central to the function of every ecosystem on earth. Plants, including those used in agriculture, rely on soil-dwelling microorganisms for nitrogen, a nutrient whose availability is often growth limiting. While nitrogen is abundant in the atmosphere in the form N₂, this form is unreactive and cannot be taken up by plants as a molecular building block until it is “fixed,” or converted into ammonia (NH₃), a process plants are unable to complete independently. In the case of legume plants, rhizobial bacteria form root nodules (Fig. 1), which fix nitrogen so efficiently that legumes such as soybeans are commonly used to enrich nitrogen-deficient soil. Indeed, the amount of nitrogen fixed by rhizobial bacteria surpasses that present in commercially available fertilizers.

A complex network of gene expression governs the switch from the free-living form of Rhizobia to the nodule form. To initiate this process, genes required for nodulation must be turned on and others that interfere with the process turned off by regulatory proteins. These proteins bind DNA upstream of the genes they control, modulating their transcription and expression. NolR is an important regulatory protein responsible for controlling expression of number of different nodulation-dependent genes during initiation of symbiosis. Prior to this work, however, it remained unclear how this single protein interacts with regulatory elements of varying sequences. Often, DNA sequences to which regulatory proteins bind are strictly defined, and interactions are disrupted by any change in DNA sequence.

Using x-ray crystallography at 19-ID-D to solve the structure of both free NolR and NolR bound to 22 base-pair DNA operator sequences comprised of nucleotides AT or AA, the researchers from Washington University in St. Louis and the United States Department of Agriculture showed that NolR’s ability to tolerate DNA base changes is reliant upon conformational switching of a single amino acid, glutamine 56.

Unraveling the nature of the molecular networks involved in root nodule formation, including those genes controlled by regulators other than NolR, is critical for potential technological applications such as improving the efficiency of nitrogen fixation in existing systems or engineering non-legume crops to form symbiotic associations, eliminating the need for chemical fertilizers.

— Emma Nichols
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**A New Perspective on Cancer Treatment**

"Ras" is the name of a family of proteins found in all cell types. It is recruited to cell membranes and acts as a molecular switch, converting signals from the cell surface to the nucleus and other parts of the cell. Ras proteins are abnormal in most human cancers due to activating mutations in the Ras genes themselves or changes in upstream signaling components. While switching off activated Ras represents a rational therapeutic strategy for the treatment of such cancers, this has proven to be more difficult than previously thought, because the Ras protein lacks pockets on its surface for adequate binding of inhibitor compounds. Different therapeutic approaches using new methods to target Ras are therefore necessary for these cancers. With this in mind, researchers in this study characterized unique small molecules that bind to a pocket in the complex between Ras and the guanine nucleotide exchange factor (GEF) Son of Sevenless (SOS). They used x-ray crystallography at LS-CAT beamline 21-ID-F to evaluate this interaction. The results of this research will be important in guiding future studies in the search for new approaches for the therapeutic modulation of Ras signaling in cancer.

The Ras proteins control cell-signaling pathways. Ras is switched on by incoming signals in the cell, and then turns on other proteins that regulate numerous aspects of normal cell growth. Ras binds to the guanine nucleotides guanosine triphosphate (GTP) and guanosine diphosphate (GDP). In its "off" state it binds GDP, while in its "on" state it binds GTP. It is switched on by exchange of GDP for GTP, and this reaction is controlled by GEFs.

Over-activation of Ras can result from situations including alterations in upstream signaling components or mutations at specific sites on the Ras gene that favor GTP binding. Abnormal activation of Ras in this way has been shown to be involved in the deregulation of cell signals guiding growth and survival in about 30% of all human cancers.

However, although it therefore seems logical that Ras inhibitors would represent a good therapeutic approach to inhibit cancer growth, survival, and spread, such compounds have proven difficult to develop. This is due to the absence of suitable inhibitor binding pockets on the surface of the Ras protein. These tumors therefore remain among the most difficult to treat. Alternate cancer treatment approaches have therefore been used, including the targeting of proteins that regulate the activity of Ras.

In this study, researchers from the Vanderbilt University School of Medicine investigated the use of molecules that activate SOS, a key upstream signal regulator that controls GDP/GTP exchange on Ras, and therefore its state of activation. During this exchange, Ras and SOS interact to form a complex containing one SOS and two Ras molecules (Ras:SOS:Ras).

The x-ray diffraction data sets collected at LS-CAT helped the research team identify small molecules that bind to a unique and important pocket in the Ras:SOS:Ras complex (Fig. 1). They evaluated the crystal structures of the complex to further investigate this pocket that may be used as a new approach to regulate Ras signaling. The pocket was formed by the CDC25 domain of SOS (the part responsible for stimulating Ras nucleotide exchange) near the region of Ras known as Switch II, which undergoes a shape change during the exchange. The researchers also discovered that these small molecules increase the rate of nucleotide exchange and levels of GTP-bound Ras, yet also disrupt downstream Ras signaling processes in the cell.

--- Nicola Parry
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A Structural Basis for the Evolution of Bacterial Antibiotic Resistance

Antibiotics represent a tremendous advance in modern medicine, and are central to treatment of bacterial infections. Since their introduction overuse and misuse have contributed to an “arms race” in which bacteria develop resistance to even the most powerful antibiotics. Vancomycin is an antibiotic often used as a last-line treatment for bacterial infections caused by Staphylococcus and Enterococcus species. Vancomycin disrupts bacterial cell wall synthesis though high-affinity binding to cell wall peptidoglycan precursors, rendering them unsuitable for use by the cell and ultimately causing the bacteria to die. Bacteria can develop vancomycin resistance through acquisition of genes that synthesize cell wall building blocks with lower affinity for vancomycin along with genes for peptidases that ensure the concomitant depletion of vancomycin-sensitive precursors. Researchers used high-resolution x-ray crystallography at the APS to describe the resistance D,D-peptidase VanXY, which has the unusual ability to selectively hydrolyze, or break apart, vancomycin-sensitive dipeptide and pentapeptide peptidoglycan precursors. This research reveals the mechanism of this bisubstrate selectivity and supports the development of drugs to be used to treat increasingly prevalent vancomycin resistant bacterial infections.

In Gram-positive bacteria such as Staphylococcus, the antibiotic vancomycin binds tightly to cell wall peptidoglycan precursors, interfering with proper cell wall synthesis, causing the bacteria to die. Acquisition of resistance genes permits synthesis of cell wall precursors that, while still able to serve as building blocks, are structurally distinct enough to bind vancomycin with lower affinity. Along with this ability, the bacteria must be able to selectively degrade vancomycin-sensitive cell wall precursors still being synthesized by the cell.

In one type of resistance, two distinct enzymes, VanX and VanY, degrade dipeptide and pentapeptide cell wall precursors, respectively. These enzymes are D,D-peptidases which break apart these peptides by hydrolyzing the bonds between terminal alanine amino acids, D-Ala-D-Ala. In a second type of resistance, a single enzyme, VanXY, has evolved to selectively hydrolyze both the sensitive dipeptide and pentapeptide precursors.

In this work, researchers from the Institut Pasteur (France), the University of Toronto (Canada), and the Center for Structural Genomics of Infectious Diseases used LS-CAT beamlines 21-ID-D and 21-ID-G at the APS to understand how VanXY can act upon both a small dipeptide and a bulky pentapeptide.

The researchers grew crystals of VanXY alone, in complex with intermediate analogs, and in complex with D-Ala-D-Ala substrate and D-Ala-hydrolyzed product. Diffraction data were collected at the 21-ID-D and -G beamlines, and the presence of zinc, a metal known to be critical for the function of VanXY, was confirmed using x-ray fluorescence at the 21-ID-D beamline.

The three-dimensional structures obtained revealed how this enzyme is able to differentiate between vancomycin resistant and sensitive cell wall components and identified a cap structure unique to VanXY. The structures also permitted researchers to compare VanXY with potential evolutionary precursors VanX and VanY, and form a better understanding of how bacteria evolve new tools against the action of vancomycin.

Understanding the relationship between the structure of this resistance peptidase and its function allows researchers to develop new antibiotics or new drugs that can resensitize the bacteria to vancomycin. — Emma Nichols
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Hijacking the Sulfur-Delivery Machinery for Bacterial Thiosugar Formation

Carbohydrates are abundant in nature and play many critical functional and structural roles in biology. They are generally composed of carbon, hydrogen, and oxygen. However, some sugars, called “thiosugars,” also contain function groups derived from reduced sulfur. These unusual thiosugars play an important role in determining the biological activities of the parent molecules. Yet, while sulfur itself is an essential element widely found in living organisms, many questions remain about the natural formation of thiosugars due to both their scarcity in primary metabolism and a general lack of knowledge regarding the mechanism of sulfur delivery and incorporation. Bacterial natural products, in particular those with antibiotic activity, are rich sources of thiosugars, making them a research focus for the study of thiosugar formation in secondary metabolism. With this in mind, researchers working at the APS investigated the production of a thiosugar component of an antibiotic produced by the bacterium Amycolatopsis orientalis. The results of their study, the first to completely characterize thiosugar formation in a biological system, have important implications for understanding the mechanism of thiosugar formation and its application to the development of sulfur-containing pharmaceuticals.

The researchers from the University of Texas at Austin, Cornell University, Academia Sinica (China), and National Cheng-Kung University (Taiwan) studied the formation of the 2-thiosugar component of an antibiotic known as BE-7585A, which is produced by A. orientalis, subsp. vinearia BA-07585 strain. They identified a new enzyme, BexX, which is structurally similar to thiazole synthase (ThiG), an important enzyme responsible for incorporation of sulfur into thiamine (vitamin B1). The researchers therefore hypothesized that BexX might play a similar role in the formation of BE-7585A where it may catalyze the modification of sugar precursor glucose-6-phosphate (G6P) to produce 2-thioglucose, a sulfur-containing sugar.

On closer inspection, however, the researchers were unable to find a gene encoding a sulfur-carrier protein directly associated with BE-7585A formation in A. orientalis. After sequencing the entire bacterial genome, they only found genes that encode the four sulfur-carrier proteins ThiS, MoaD, CysO, and MoaD2 involved in the production of primary metabolites. Furthermore, genes encoding the activating enzymes required by ThiS, MoaD and CysO were missing. In fact, in the entire genome they only found one activating enzyme, named MoeZ, capable of activating all of the sulfur-carrier proteins.

Using x-ray diffraction data collected at the NE-CAT 24-ID-C beamline at the APS and the A1 beamline at the Cornell High Energy Synchrotron Source to solve the crystal structure of BexX and the sulfur-carrier proteins (Fig. 1), the researchers demonstrated that BexX can selectively distinguish between sulfur-carrier proteins. Thus, despite the mechanistic similarity of 2-thiosugar formation in BE-7585A with thiamine production, BexX cannot use the sulfur-carrier protein, ThiS, from the thiamine pathway. Instead, sulfur insertion is achieved by an efficient strategy that recruits sulfur-carrier systems from other biosynthetic pathways in primary metabolism.

According to the researchers, this study also demonstrates the relaxed receptor specificity of the A. orientalis sulfur-delivery system. The researchers further speculate that the sulfur-delivery components of primary metabolism may, in general, play important roles in the production of rare sulfur-containing compounds associated with secondary metabolism. — Nicola Parry
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ENVIRONMENTAL, GEOLOGICAL & PLANETARY SCIENCE
Tiny rocks with a likely origin in the local interstellar medium have been returned to Earth and analyzed for the first time. Since the seven particles are diverse in elemental composition, crystallinity, and physical structure, they likely did not all originate in the same environment. The Stardust Interstellar Dust Collector (SIDC) on the Stardust spacecraft was the first mission to return solid samples from beyond the Moon. The two goals of the mission were to collect solid samples from comet 81P/Wild 2, and to collect interstellar dust (ISD) particles streaming into the heliosphere. Research by a large international collaboration, including studies carried out at the APS, identified the seven ISD particles collected by the SIDC. Previously, ISD was known only from astronomical observations of the interstellar medium and remote optical and spectroscopic data from instruments aboard the Ulysses and Galileo spacecraft.
Solid particles were collected in ultra-low density aerogel tiles and aluminum foil strips. Collection on the foil was unplanned, but when the foil was returned to Earth, impact craters were identified by scanning electron microscopy. The collectors were exposed for a total of 195 days in 2000 and 2002, and the sample capsule parachuted back to Earth in January 2006. By volume, the aerogel is 99.8% empty space so that the high-speed particles survive capture better than in any other medium. As it slows in the aerogel, each particle creates a long track and stops hundreds of microns to millimeters deep. Thousands of citizen-science volunteers searched optical micrographs of the aerogel to identify the tiny tracks.

Seventy-one tracks were identified; the most promising were extracted (Fig. 1) and analyzed with infrared and x-ray microprobes at multiple facilities, including the U.S. Department of Energy’s (DOE’s) X-ray Science Division 2-1D-D x-ray microprobe at the APS; the Advanced Light Source at Lawrence Berkeley National Laboratory (BNL); the National Synchrotron Light Source at Brookhaven National Laboratory; and at the National Center for Electron Microscopy; as well as the European Synchrotron Radiation Facility (ESRF, France).

Tracks and particles identified as ISDs were consistent with interstellar particles in the following ways: morphology, trajectory, chemical analysis of the tracks; and mass distribution, structure, and composition of the particles. According to the terms of the Interstellar Preliminary Examination, analyses were limited to those that were non-destructive and non-invasive to preserve them as much as possible for future investigators. Most of the particles were secondary ejecta from impacts with the solar panels and the sample-return capsule.

Based on their elemental composition and impact features, seven particles were identified as likely interstellar, three collected in the aerogel and four in the foil. The identification of a particle as interstellar is a process of elimination of other possibilities; statistical analyses of their features revealed that they are much more likely to be interstellar than from any other origin. The particles are compositionally different from each other suggesting different sources.

One is a single silicate with a mantle-core structure, and the others are complex aggregates of various micrometer- to nanometer-size phases, such as oxides, metal, and sulfides in addition to silicates. The ISD from the aerogel were much more massive than expected, but the particles from the foil were closer to the average size of ISD inferred from astronomical observations. The ratio of smaller particles to larger particles was higher than expected. Models predicted that ISD impacts would be very high speed, but of the three particles that were captured by the aerogel, two arrived at much slower speed, suggesting that some interstellar dust particles have much lower density than expected.

While the preponderance of evidence supports an interstellar origin for the seven particles, alternative origins cannot be eliminated entirely until oxygen isotope analyses can be performed. $^{18}$O/$^{16}$O values equal 5.2 in the solar system, but about 4 in the local galaxy. Future studies will include isotopic analyses. — Dana Desonie
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Smooth Flow in Molten Rock

Most liquids flow with greater resistance when squeezed. But certain molten silicate rocks actually do the opposite: They become less viscous as the pressure rises. A detailed explanation of these silicate melts has been lacking, but now x-ray scattering measurements taken at the APS have characterized the role of connected molecular units, or “polymers,” in the fluid properties of the melts. With the help of complementary computer simulations, researchers have constructed an atomistic model in which polymer breakage is responsible for the viscosity drop at high pressure. This model may help explain certain geological phenomena, such as chemical evolution in the Earth’s early magma ocean and the low-velocity zone seen in seismic data.

![Fig. 1](image)

Fig. 1. (a) Viscosities of silicate melts vs. pressure in gigapascals (GPa). Blue symbols are for polymerized melts and gold symbols for depolymerized melts. Note the difference in response to pressure for polymerized versus depolymerized liquids. (b) Viscosities of silicate melts normalized with respect to their ambient pressure values. All depolymerized melts fall onto a single line, in which viscosity increases with pressure. Viscosities of polymerized melts, on the other hand, decrease with increasing pressure, many reaching turn-over within the pressure range displayed. Approximate values of NBO/T for the polymerized melts are given on the right side of the figure.

Silicate melts are commonly found underneath the Earth’s surface as magma, or erupting as lava through a volcano. As their name suggests, these molten rocks contain “silica,” or silicon dioxide. In most cases, the silicon and oxygen form tetrahedral-shaped clusters with one silicon atom in the center and four oxygen atoms at the corners. These tetrahedra can also link up to form chains, sheets, or three-dimensional networks, but this polymerization depends on the exact chemical makeup of the silicate (Fig. 1).

The silicate diopside, for example, contains calcium and magnesium atoms, which crowd around the silicon-oxygen tetrahedra preventing polymerization. By contrast, the green mineral jadeite is a highly polymerized silicate whose makeup includes sodium and aluminum, the latter of which can form tetrahedra with oxygen atoms. Poly-
Polymerized silicate melts differ from depolymerized melts in that their viscosity decreases with rising pressure — at least up until a threshold pressure, after which point the viscosity begins to increase as in normal fluids.

Viscosity is due to diffusion of groups of atoms trying to move past each other. Clearly, large polymer units are major obstacles in a silicate melt, so the question is why increasing pressure reduces this friction.

In order to find the answer, scientists from the University of Chicago, Stony Brook University, and the Carnegie Institution of Washington performed a detailed x-ray study of three types of silicate melts — a polymerized melt (jadeite), a depolymerized melt (diopside), and a 50-50 mixture of both.

This research counts as one of the first attempts to probe the atomic properties of silicate melts at subterranean pressures. The main hurdle in performing such experiments is that the materials utilized to contain the melt strongly scatter x-rays. Extracting the relatively weak scattering signal from the light atoms in a silicate melt requires a highly collimated x-ray beam.

For this study, the researchers chose the HP-CAT beamline 16-BM-D at the APS. The HP-CAT beamline allows the detection of x-rays over a wide range of scattering angles.

During each run, millimeter-sized samples were exposed to temperatures up to 1800 °C and pressures ranging from 0.2 to 4.9 GPa. To maintain stability under such extreme conditions, the experiments at 16-BM-D used a Paris-Edinburgh press developed jointly by HP-CAT, GSECARS at Sector 13 of the APS, and the Consortium for Materials Properties Research in Earth Sciences.

The x-ray scattering data showed several peaks at particular scattering angles. From these peaks, the team could estimate the atomic ordering over short and intermediate distances.

In particular, they found the distance between neighboring tetrahedra decreased rapidly with increasing pressure in the case of polymerized melts. A similarly dramatic change was observed in the angle between two tetrahedra, which implied that the tetrahedra folded toward each other as pressure mounted. By contrast, the angle and atomic separations for depolymerized melts only showed a weak pressure-dependence.

To help make sense of this data, the team performed molecular dynamics simulations that tracked what fraction of oxygen atoms are acting as links, or “bridges,” between two tetrahedra. These computations showed that polymerized melts begin with roughly 90% bridging oxygens, forming an interconnected network resembling a sponge (Fig. 2). As the pressure increases, the tetrahedral links try to bend but are obstructed by other atoms (in jadeite’s case, sodium). So instead, the links break under the pressure, resulting in less bridging oxygens and lower viscosity. At a certain pressure, the polymerized melt becomes largely depolymerized, and the viscosity starts to increase with pressure.

— Michael Schirber

Fig. 2. Left: Molecular dynamics (MD) simulation of structural parameters for jadeite (Jd) melt, showing decrease in the fraction of bridging oxygens (BO) with the increase in number density (or increase in pressure). This BO decrease is offset by an increase in tri-clusters (TRI), which are oxygen atoms shared by three separate molecular units. The population of non-bridging oxygens (NBO) remains virtually unchanged with pressure. Inset shows a snapshot of the Jd melt, with SiO₄ (dark-blue tetrahedra), AlO₄ (light-blue tetrahedra), and sodium atoms (orange circles). Right: MD simulation of diopside (Di) melt. Note increasing BO and decreasing NBO populations with increasing number density/pressure (or number density).
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Respiration of Bacteria in Anoxic Aquifers

Microbes living deep underground must “breathe” without oxygen. Many microorganisms survive by reducing ferric iron (Fe\(^{III}\)), sulfur (S\(^0\)), sulfate, and other substrates. Research carried out at the APS produced results that explore how dissimilar metal-reducing bacteria that have the ability to respire both iron and sulfur may gain an ecological advantage under fluctuating environmental conditions. Their findings shed new light on the coupled biogeochemical cycling of iron and sulfur, critical processes that in part determine the fate and transport of environmental contaminants (particularly in aquifers), the atmospheric flux of carbon from the subsurface, and even the geochemical evolution of the early Earth.

Sulfur (white-yellow powder, on top) may be far more essential than previously thought in helping microbes harvest energy from iron minerals (clockwise from top) yellow goethite, red hematite, orange lepidocrocite) and produce sulfur-iron minerals, like mackinawite (black). Photo: Mark Lopez, Argonne
Dissimilatory metal-reducing bacteria (DMRB) are able to breathe using insoluble minerals as electron acceptors; the best studied of these involves the reductive dissolution of Fe^{III} minerals such as goethite. Many DMRB can also respire elemental sulfur, yet while S^{0} is abundant in marine sediments, it is much less prevalent in the freshwater sediments found in aquifers, but DMRB that can reduce both Fe^{III} and S^{0} are common in these aquifers. Researchers from Argonne, The University of Chicago, the Illinois Institute of Technology, and the Georgia Institute of Technology sought to understand why such organisms would incur the cost of maintaining separate genetic pathways for Fe^{III} and S^{0} reduction in the apparent absence of available S^{0} to respire.

Using geochemical modeling, the researchers calculated the amount of thermodynamic energy available for microbial respiration from both Fe^{III} and S^{0} reactions. The calculations revealed that under acidic conditions the microbes favor Fe^{III}, but that as pH increases S^{0} becomes more energetically favorable. These results were confirmed in laboratory experiments where a DMRB, *Shewanella oneidensis*, was found to reduce iron when conditions were acidic, but sulfur when pH was 9 and above. The S^{0} originated as sulfate, which is common in deep aquifers. Sulfate-reducing bacteria breathe in the sulfate, and exhale sulfide, which then reacts with iron minerals to form S^{0} and reduced iron. The S^{0} is then immediately used by *Shewanella*, resulting in the observed scarcity of sulfur in the aquifer (Fig 1.).

For analyzing the varied sulfur species, the authors used synchrotron measurement by x-ray absorption near-edge structure (XANES) spectroscopy at the GSECARS 13-ID-E x-ray beamline at the APS.

The researchers hypothesize that DMRB with the genetic apparatus to enable them to respire both Fe^{III} and S^{0} would gain a competitive advantage over those that could respire only one. They suggest that these separate pathways likely evolved on the early Earth, where parts of the primordial ocean may have been alkaline. These pathways were conserved since they allowed DMRB to generate energy over the wide pH ranges found on an evolving Earth. Although the direct reduction of Fe^{III} likely predominates in younger sediments, which tend to be slightly acidic, the reduction of Fe^{III} through a S^{0} intermediate may be an important pathway in older, deeper aquifers, which tend to be more alkaline.

Understanding the activity of DMRB in the environment is critical to mitigating human problems such as the contamination of groundwater with heavy metals and the storage of excess atmospheric carbon in the subsurface. The goal of carbon capture and sequestration is to scrub excess carbon dioxide (CO_{2}), which contributes to global warming, from the atmosphere and store it in geological formations. One possible technique would be to compress and inject supercritical CO_{2} into a deep aquifer where it would react with reduced iron to form the mineral siderite, thus sequestering the carbon. Because DMRB are the primary drivers of the production of reduced iron in the subsurface, the creation of conditions favoring their growth is essential. Removing pollutants from aquifers is important because about one-fifth of the world’s people depend on groundwater for drinking and many more depend on it for agriculture.

— Dana Desonie
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THE EARTH'S DEEP LOWER MANTLE IS LESS STABLE THAN WE THOUGHT

Understanding what our Earth is made of is crucial to understanding our globe, how seismic waves travel through it, and the life cycle of any given mineral. But exploring what lies under the Earth's crust isn't simple — indeed, it can be just as difficult as determining what makes up other planets. Short of burrowing down some 1800 miles into the Earth, scientists must rely on work in the lab to understand the behavior of minerals at the intense heat and pressures experienced in such inaccessible regions.
Recent work at the APS shows that the mineral perovskite, which had been thought to be the dominant mineral in the entire lower mantle—stretching from around 400 miles to 1800 miles down—is unstable at the lowest depths. When studied under high temperatures and high pressures in the lab to simulate conditions at the deep lower mantle, perovskite separates into two distinct atomic structures, or phases. Including new minerals in our understanding of the Earth could lead to a serious readjustment of current theories.

The lower mantle may contain major amounts of previously unidentified phases of perovskite. All Earth models need to be reconsidered to take this into account.

Indeed, such geodynamic models have already been changed quite a bit in the last 10 years. The prevailing theory in the 20th century was that perovskite dominated the lower mantle. The perovskite was not thought to change structure until the bottommost part of the mantle, where the pressures help it transition into an iron-poor mineral called postperovskite.

However, data showing how seismic waves move through the Earth at about 1200 miles deep doesn’t perfectly jibe with this theory. The waves travel in puzzling ways that simply can’t be explained if they’re traveling through perovskite and post-perovskite.

For the current research, perovskite and post-perovskite—Karen Fox

Simultaneously, the samples were heated with lasers to between 3500° and 3800° F.

The team then determined the atomic structure of the samples via synchrotron x-ray diffraction using the GSECARS 13-ID-C,D beamline, the HP-CAT 16-ID-B beamline, and the XSD 34-ID-E beamline, all at the APS.

The scientists found that the perovskite had undergone an unexpected change.

Surprisingly, the perovskite was unstable. It split into two phases, one without iron and one that was iron-rich, with a hexagonal structure, called the H-phase (Fig. 1). This H-phase may well help explain the enigmatic ways that seismic waves travel through the deep lower mantle.

The team will next try to tease out more detail about the mineral’s structure and determine if it jibes with seismic observation. —Karen Fox

See: Li Zhang1,2*, Yue Meng3, Wenge Yang1,2, Lin Wang1,2, Wendy L. Mao3,4, Qiao-Shi Zeng5, Jong Seok Jeong5, Andrew J. Wagner5, K. Andre Mkhoyan5, Wenjun Liu6, Ruqing Xu6, Ho-kwang Mao1,2, “Disproportionation of (Mg,Fe)SiO3 perovskite in Earth’s deep lower mantle,” Science 344(6186), 877 (23 May 2014).

DOI: 10.1126/science.1250274

Author affiliations: 1Center for High Pressure Science and Technology Advanced Research, 2Carnegie Institution of Washington, 3Stanford University, 4SLAC National Accelerator Laboratory, 5University of Minnesota, 6Argonne National Laboratory

Correspondence: *zhangli@hpstar.ac.cn

Photo of the Pacific region of Earth on the facing page: Wikimedia Commons: http://earthobservatory.nasa.gov/IOTD/view.php?id=4620

The research is supported by National Science Foundation (NSF) grants EAR-0911492, EAR-1119504, EAR-1141929, and EAR-1345112.

HP-CAT operations are supported by the U.S. Department of Energy (DOE) National Nuclear Security Administration under award DE-NA0001974 and DOE-Basic Energy Sciences under award DE-FG02-89ER45775, with partial instrumentation funding by the NSF. GeoSoilEnviro-CARS is supported by NSF-Earth Sciences (EAR 1128799) and DOE-Geosciences (DE-FG02-94ER14466). This research used resources of the Advanced Photon Source, a U.S. DOE Office of Science User Facility operated for the DOE Office of Science by Argonne National Laboratory under Contract No. DE-AC02-06CH11357.

13-ID-C,D • GSECARS • Geoscience, environmental science • Microdiffraction, x-ray absorption fine structure, microfluorescence (hard x-ray), high-pressure diamond anvil cell, high-pressure multi-anvil press • 4-45 keV • On-site • Accepting general users •

16-ID-B • HP-CAT • Materials science, geoscience, chemistry, physics • Microdiffraction, single-crystal diffraction, high-pressure diamond anvil cell • 14-42 keV • On-site • Accepting general users •

34-ID-E • XSD • Materials science, physics, environmental science, geoscience • Microdiffraction, Laue crystallography, microbeam • 7-30 keV • On-site • Accepting general users •
A meteorite is playing a role in helping scientists characterize an important mineral in Earth’s mantle. This mantle mineral is MgSiO$_3$ in its perovskite crystal form, which scientists theorize constitutes approximately 38% of Earth’s mantle by volume. Through examination of the meteorite at the APS, scientists were able to study the crystal chemistry of this mineral, offering a window into conditions near the core-mantle boundary as well as heat and mass transfer throughout Earth’s mantle. Additionally, the team was able to detect sufficient quantities of the MgSiO$_3$-perovskite to meet the requirements of the International Mineralogical Association for naming a new mineral. This scientific body has approved the team’s choice of “bridgmanite” in honor of Percy W. Bridgman, a 1946 Nobel Laureate in Physics.

Meteorites offer an opportunity to peer into Earth’s depths for multiple reasons. The minerals they contain are more easily accessible than mantle minerals, by virtue of being found on Earth’s surface as opposed to deep within our planet. Also, meteorites may preserve these minerals in a way that rocks subject to heat-related movement (convection) cannot.

Bridgmanite doesn’t survive the trip via convection to Earth’s upper mantle because it vitrifies — turning into a glass-like substance — at temperatures around 37°C (98°F). Bridgmanite is only stable in its crystalline form at high pressure and temperature, but remains stable down to a depth of approximately 2700 km, near the Earth core-mantle boundary.

Most meteorites experience heavy shock melting from collisions in space prior to their passage through the Earth’s atmosphere. During shock melting, pressures and temperatures can be high enough to produce bridgmanite, but — equally important — shock melting returns the newly-formed bridgmanite to ambient conditions quickly enough to keep it from deteriorating.

The meteorite containing the team’s bridgmanite is not a new one. The Tenham meteorite fell in South Gregory, Queensland, Australia, in 1879. It was approximately 51 kg before breaking up on entering the Earth’s atmosphere. The Tenham meteorite may be classified as an “ordinary chon-
drite" — a common type of meteorite theorized to be from one of three asteroid parent bodies — but this is not the first time it has been used to identify a new mineral nor name said mineral: in 1969 it was used as the first natural occurrence of ringwoodite.

Because chondrites are pieces of undifferentiated, or unmelted, parent bodies, their composition provides information about conditions in the early solar system. Since the Tenham meteorite must have collided with another body in order to produce the shock-melt veins within it, it tells scientists about the conditions for forming bridgmanite, which constrains those formation conditions here on Earth.

Researchers in this study from the University of Nevada, Las Vegas; the California Institute of Technology; and The University of Chicago searched the shock-melt veins of Tenham and other meteorites using microfocused synchrotron x-ray beams at the GSECARS 13-ID-C,D beamline at the APS. They chose microfocused synchrotron x-ray diffraction over transmission electron microscopy because the beams from the latter turn bridgmanite to glass during testing. The researchers always found bridgmanite in the presence of the rare silicate mineral akimotoite and never as isolated crystals within the shock-melted portion of the Tenham meteorite (Fig. 1).

The pairing of bridgmanite and akimotoite sets limits for the formation of bridgmanite based on the known pressure and temperature limits for akimotoite. The lack of isolated crystals indicates that the conditions of bridgmanite formation were not of high enough pressure to crystallize it out of the liquid shock melt. The pressure and temperature values calculated from the team’s results agree with previously-published data from both microscopy and computer modeling.

— Mary Alexandra Agner
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“The Tenham Meteorite. Interesting specimens,” from the Queensland Times, published at Ipswich, Queensland, August, 1911, as quoted in The Mineralogical Magazine and Journal of the Mineralogical Society, No. 156, March, 1937 Vol. XXIV, “The Tenham (Queensland) meteoritic shower of 1879,” by L.I. Spencer, C.B.E., B.Sc., M.A., Se.D., F.R.S., Formerly Keeper of Minerals in the British Museum: “One night in February, 1869, Mr. M. Hammond, owner of Tenham Station, was camped with his brothers, whilst mustering cattle, near the junction of Cooper and Kyabra Creeks in southwest Queensland. The darkness was suddenly illuminated as if by a lightning flash, a noise like a rushing motor-car was heard, and upon looking up the brothers beheld a brilliant meteoric shower passing from west to east. Soon afterwards the locality in which the meteorites fell was found, and from time to time a number of specimens were collected, the largest weighing 130 lb. Twelve months ago Mr. Hammond told Mr. R. A. Wearne, B.A., Principal of the Ipswich Technical College, about these meteorites, and upon being urged to give publicity to such an important discovery, he promised to bring them to Brisbane at the first opportunity. On the 8th of July ultimo Mr. Hammond fulfilled his promise and brought a number of the meteoric fragments with him to Brisbane. A photo of the meteorites was taken at the Willey Studio, and the collection was then handed to Mr. Wearne for distribution. Mr. Wearne then interviewed Mr. MacDonald of the University Department of Mines and Mr. Dunstan, Government Geologist, and arranged to have analyses made of these most interesting extra-terrestrial rocks. The complete analyses are not yet to hand, but preliminary tests show that the Tenham meteorites are of the stony variety, but contain a somewhat large percentage of nickel and iron. Small stony-like enclosures can be seen between the bright metallic patches upon a polished surface. The specific gravity of the specimens averages about 3.5.”
Hidden Carbon in the Earth’s Core?

Certain seismic waves move slower than expected through the Earth’s core, causing researchers to rethink our ideas about the composition of the innermost region of our planet. One possibility is that the core contains a large amount of carbon. New research on a form of iron-carbide, Fe₇C₃, shows that it may have the required low seismic wave velocity at high pressure. The experiments, performed at two APS beamlines, provide a first-ever estimate of the speed of seismic waves in this iron-carbide at core conditions and suggest that the iron-carbide’s anomalous velocity behavior is due to a change in the electron spin configuration of iron in the material. The results could imply that the Earth’s core is rich in Fe₇C₃, which might explain where some of Earth’s supposedly “missing carbon” is hiding.

Fig. 1. Observations at the APS have provided the first-ever estimates of the seismic wave velocities of Fe₇C₃ at high pressure. The S-wave velocity \(v_S\) data points are represented by red diamonds, while the P-wave velocity \(v_P\) data points are green squares. The transition from high-spin to low-spin Fe₇C₃ occurs around 50 GPa. The solid red and green lines show the extrapolations towards inner core pressures (330 GPa) at room temperature. For comparison, the dashed line regions show the seismic wave estimates for pure iron. It’s clear that the iron-carbide estimates come closer than the pure iron estimates to the empirically-defined values, shown as crosses, which come from preliminary reference Earth model, or PREM. Illustration: Bin Chen, University of Hawaii at Manoa
Earthquakes produce seismic waves of two varieties: compression waves (P-waves) and shear waves (S-waves). Observations of waves traversing the center of the Earth have revealed that S-waves arrive much later (with respect to the P-waves) than would be expected for a solid pure-iron core. A potential explanation is that iron in the core is mixed with lighter elements — such as carbon, silicon, or oxygen. Geologists are currently studying different iron alloy candidates to find one that might explain the seismic wave observations.

As far as carbon is concerned, past work looked at the iron-carbide, Fe$_3$C, but recent studies showed that a different iron-carbide, Fe$_7$C$_3$, is more stable at high pressure. A group of researchers from the University of Michigan, the University of Illinois at Urbana-Champaign, the University of Hawaii at Manoa, the California Institute of Technology, the Carnegie Institution of Washington, and Argonne performed the high-pressure experiments on Fe$_7$C$_3$.

The Fe$_7$C$_3$ samples were synthesized at the University of Michigan and at the GSECARS facility at the APS. The team used the iron isotope 57Fe because it is a Mössbauer isotope. The nuclear resonance, excited with 14.4-keV x-rays, provided unique information about the valence, spin state, and geometric arrangement of atoms around the iron atom. The team loaded their samples into a diamond anvil cell to apply pressure up to a maximum of 154 GPa and measured the effects of high pressure on Fe$_7$C$_3$ using nuclear resonant inelastic x-ray scattering (NRIXS), which was performed at the XSD beamline 3-ID-B of the APS. This beamline offers tightly-focused synchrotron radiation (with a beam-waist of less than 10 μm) and a small energy bandwidth (1 meV) at the $^{57}$Fe resonance of ~14 keV.

The NRIXS data provided a measurement of the phonon density-of-states, from which the researchers derived the seismic wave velocities for P-waves and S-waves. At low pressures, both velocities increased with pressure, as is usually the case, but near 50 GPa, the S-wave velocity dropped abruptly from 3.1 to 2.8 km/s. Beyond this dip (toward higher pressures) both seismic wave velocities increased, but at a slower rate than before the dip.

The velocity dip corresponds to a spin-pairing transition in Fe$_7$C$_3$ near 50 GPa. In this transition, the electrons in the 3d orbital of iron pairs up in a way that lowers the total spin momentum of the atoms. The team explored this transition using x-ray emission spectroscopy at the HP-CAT 16-ID-D beamline, as well as synchrotron Mössbauer spectroscopy at the 3-ID-B,C,D beamline. The observations suggested that the paired electrons exert less resistance to shearing, and this “shear softening” may explain why the S-wave velocity remains low above the transition.

When the team extrapolated their results to higher pressure, they found that the S-wave velocity of Fe$_7$C$_3$ at 330 GPa and room temperature was only 14% above the empirically inferred S-wave velocity in the core (Fig. 1). The discrepancy is small enough that it could be explained by a modest temperature-dependence in the seismic wave velocity of Fe$_7$C$_3$. By comparison, pure iron has an S-wave velocity that is 65% above observed values, which is hard to account for without invoking a dramatic temperature-dependence.

One way, therefore, to explain the low S-wave velocity in the core is to assume that it is principally made up of Fe$_7$C$_3$. If such were the case, then the core would contain 60 x 10$^{20}$ kg of carbon, which is roughly 10 times the current core estimate. That amount of carbon would make the core the largest reservoir of carbon on Earth. Moreover, this could help explain why the carbon abundance is so low — relative to silicon — on the Earth’s surface. According to this hypothesis, roughly two-thirds of the planet’s carbon inventory is locked in the core — trapped there by its interaction with iron during the formation of the planet.

— Michael Schirber
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Testing Crystal Candidates for Earth’s Inner Core

Scientists have uncovered much about the Earth’s solid inner core, but many mysteries still surround our planet’s deep interior. The major element in the core is iron, but the exact crystal form of this element continues to be debated. Also uncertain is the identity and quantity of light elements that are likely alloyed with iron in the core. Laboratory experiments on candidate core materials have generally focused on a specific crystal form of iron called hexagonal close-packed (hcp), but recent theoretical evidence shows that pure hcp iron may not explain some seismic observations. A new study looks at an alternative possibility: body-centered cubic (bcc) iron and its alloy with silicon. Using high-brightness x-rays from the APS, researchers measured for the first time the sound speed of bcc iron at high temperature and pressure simultaneously. When compared with other observations, the new results suggest that bcc iron alloy could be a core constituent.

Fig. 1. Representative HERIX spectra of bcc iron (bcc-Fe) and iron-silicon alloy (bcc-Fe0.85Si0.15). Each row provides data at a specific scattering angle, which corresponds to different values of the momentum transfer (Q). The columns from left to right correspond to: bcc-Fe at 7 GPa and 500 K; bcc-Fe at 11 GPa and 700 K; bcc-Fe0.85Si0.15 at 9 GPa and 300 K. The location of the longitudinal acoustic phonon peak (LA) allows for the sound speed to be determined.

Much of our knowledge about the Earth’s core has come from studying seismic waves that pass through the center of the planet. A puzzling aspect about these waves is that they travel about 3% to 4% faster in the direction about 3% to 4% faster in the direction parallel to the plane of the equator. These waves are called L-waves, and they travel through the core much of our knowledge about the Earth’s solid inner core, but the exact crystal form of this element continues to be debated. Also uncertain is the identity and quantity of light elements that are likely alloyed with iron in the core. Laboratory experiments on candidate core materials have generally focused on a specific crystal form of iron called hexagonal close-packed (hcp), but recent theoretical evidence shows that pure hcp iron may not explain some seismic observations. A new study looks at an alternative possibility: body-centered cubic (bcc) iron and its alloy with silicon. Using high-brightness x-rays from the APS, researchers measured for the first time the sound speed of bcc iron at high temperature and pressure simultaneously. When compared with other observations, the new results suggest that bcc iron alloy could be a core constituent.

In order to validate this possibility, geologists need more data on bcc iron. Previously, ultrasonic studies of bcc iron have measured its sound speed and other properties at high temperatures, but not at high pressure. Scientists from the University of Texas at Austin, Argonne, and the University of Illinois at Urbana-Champaign investigated bcc iron simultaneously at high temperatures and pressures. They also performed high-pressure, room-temperature measurements on a bcc iron alloy containing 8% silicon by weight. Using an externally-heated diamond anvil cell, the team was able to heat samples to temperatures as high as 700 K (330°C), while squeezing them to pressures as high as 11 GPa.

To probe the iron under these extreme conditions, the researchers used synchrotron radiation from the high-energy resolution inelastic x-ray scattering (HERIX) instrument at the XSD 3-ID-B, C, D beamline at the APS and recorded the results. The HERIX data showed peaks (Fig. 1) that correspond to x-ray photons interacting with iron crystal phonons (i.e., quantized sound waves). Analysis of the HERIX spectra allowed the researchers to derive the sound speed at different temperatures and pressures. They also measured the density of their samples using in situ x-ray diffraction measurements.

By combining their data, the researchers showed that the sound speed of bcc iron decreases by about 1% as the temperature increases from 300 K to 700 K. A similar drop in sound speed was recently found for hcp iron. If this velocity reduction continues at higher temperatures like those in the core, then the sound speed of pure iron may be too low to explain seismic wave observations. One way to offset the temperature effect would be to include more light elements, like silicon. The research team showed that the sound speed of their iron-silicon alloy is 1%-2% higher than pure bcc iron.

Of course, these measurements were all taken at temperatures and pressures that are far below those in the core (5000 K and 350 GPa). But the authors argue that trends in their data and the data from previous studies imply that the sound speed and elastic anisotropy of bcc iron alloy could help explain seismic wave observations.
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SELF-ASSEMBLY OF LAYERED MEMBRANES

Techniques for creating complex nanostructured materials through self-assembly of molecules have grown increasingly sophisticated. But carrying these techniques to the biological realm has been problematic. Scientists from Northwestern University used self-assembly under controlled conditions to create a membrane consisting of layers with distinctly different structures. Then, working at the APS, the team utilized small-angle x-ray scattering (SAXS) to better determine these structures and study how they form. This new information paves the way for design and synthesis of hierarchical structures with biomedical applications.

Peptide amphiphiles (PAs) are chains of amino acids tipped with other molecules so that one end is hydrophilic (mixes well with water) and the other hydrophobic (not fond of water). In aqueous solution, PAs form long, thin nanofibers as the amino acid chains bind to adjacent chains to form β–sheets. The Northwestern University scientists had previously found that when an aqueous solution containing positively-charged PAs was put into contact with an aqueous solution of negatively charged hyaluronic acid (HA—a large biological molecule that occurs in connective and other tissues), a dense, fibrous layer formed within milliseconds, creating a barrier that kept the two solutions from mixing.

More precisely, the researchers found that the fibrous layer prevents aggregated PAs from migrating to the HA side, but allows HA molecules to slowly insinuate themselves through the barrier to the PA side, on a timescale of minutes or longer.

The result was a three-zone membrane structure: a gel-like layer on the HA side, a fibrous mat consisting of PA nanofibers lying in the plane of the interface between the solutions, and a coating of fibers directed perpendicularly away from the interface and formed by electrostatically bound complexes of PA and HA (Fig. 1).

The team’s interest in these membranes hinged on possible biomedical uses in which the peptide sequence forming the nanofibers would have a chosen biological activity. In one example, they incorporated a heparin-binding sequence to promote angiogenesis (the

Fig. 1. a) Schematic representation of one hemisphere in a closed sac with a hierarchically structured membrane of three zones, (1) a gel phase, (2) parallel nanofibers in the plane of the membrane, and (3) nanofibers perpendicular to the plane of the membrane. b) Small-angle x-ray scattering patterns of HA/HbPA sacs self-assembled with heparin. Curves were shifted vertically for visual convenience. c) and d) Scanning electron micrographs of membrane cross-sections of HA/HbPA sacs self-assembled with c) 0 wt% heparin, and d) 0.5 wt% heparin.
formation of new blood vessels), so that the membrane might assist with tissue repair. For the three-zone structure to form, the researchers found that the HA solution had to contain heparin in a certain concentration range. Scanning electron microscopy clearly showed linear structure crossing the membrane that formed when heparin was present at 0.5% by weight (Fig. 2a), in contrast to the more homogeneous appearance of the membrane created in the absence of heparin (Fig. 2b).

The scientists turned to SAXS at the DND-CAT beamline 5-ID-B,C,D at the APS. The studies provide insight about the precise structure of the three-zone membranes and a better understanding of the dynamics of their formation.

The heparin-free membranes produced well-defined Bragg peaks, while the three-zone membranes did not. Moreover, membranes that arose in the presence of smaller heparin concentrations showed larger Bragg peaks than those produced when the heparin concentration was higher, indicating a competition between two structures whose outcome depended on heparin levels.

A time-series of SAXS measurements on a heparin-free experiment showed that the Bragg peaks began to form a few minutes after the two solutions were brought into contact and reached full strength after about 45 minutes.

Interpreting the SAXS findings in the light of their previous experiments and the known properties of PAs and HA, the scientists explain the differences between the two types of membrane as the result of different kinds of aggregation. In the absence of heparin, the PA and HA come together in nanospherical aggregates that pack together in a cubic arrangement, over a period of some tens of minutes, to form a membrane that generates well-defined Bragg peaks.

When heparin is present, by contrast, it binds strongly with the PA and alters its interaction with AH molecules. In this case, a barrier of nanofibers lying parallel to the solution interface forms immediately, then acts as a diffusion barrier through which HA slowly passes. As it emerges on the other side, it binds to PA to form nanofibers that grow perpendicular to the interface. This ordered nanofiber array produces no Bragg peaks.

The increased understanding and control of these processes derived from this research could make it possible to build bioactive membranes with a variety of structures and purposes.

— David Lindley
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**Fig. 2.** Scanning electron micrographs show the homogeneous membrane that forms in the absence of heparin (a), while in the presence of heparin is a fibrous structure forms transverse to the membrane (b). (c) and (d): Schematic representation of the nanostructured membrane formed by peptide amphiphiles (blue) and polyelectrolytes (red) in the case of weak aggregation (c) or strong aggregation (d) at the interface.
Polymer Nanostructures Grow Bigger When Agitated

Macromolecular structures that self-assemble in solution have a number of uses, such as drug delivery nanocapsules and nanoscale vessels for chemical reactions. Often, these nanocarriers form in a suitably chosen mixture of solvents to create well-defined structures with desired properties, and then are transferred to a purely aqueous environment for application. Researchers from the University of Delaware wondered whether conditions of actual use would affect the stability of nanocarriers over periods of days to weeks. Using diagnostic techniques including small-angle x-ray scattering (SAXS) at the APS, they found that agitation of a solution containing spherical, polymer-based structures caused the size of the carriers to grow significantly, potentially affecting their performance and utility.

Fig. 1. Top: SAXS data shows evolution in size distribution of micelle populations. Before THF was removed (left), the SAXS peaks (triangles) show a monodisperse micelle population with radius that decreases with THF concentration. Three days after THF removal (center), the micelle populations that formed in low THF concentrations showed no change, but in other cases, the SAXS peak disappeared, indicating a range of micelle sizes. Thirty days after THF removal (right), reappearance of SAXS peaks at smaller wavenumbers than the original peaks indicated the emergence of a new monodisperse population of larger micelles. Bottom: Cryo-TEM images of micelle populations made at 43% THF concentration at the same time as the SAXS results above. An initially monodisperse population (left) evolves through the emergence of larger micelles of a single size (center), which eventually form a new monodisperse population (right).
The team built nanocarriers from the block polymer poly(butadiene-b-ethylene oxide), or PB-PEO. Dissolved in water, the PB-PEO self-assembles into spherical nanostructures, or micelles, with a core made of the hydrophobic PB surrounded by a corona of the hydrophilic PEO. If the micelles were being made for drug delivery, molecules of the drug would have been added to the water, and the micelles would form around the drug molecules. But the purpose of these experiments was to study the micelles alone.

A dynamic light-scattering (DLS) technique showed that, in pure water, the micelles had a radius of approximately 35 nm. This radius was near the equilibrium micelle size resulting from the thermodynamic balance between the hydrophobic portion of the polymer and the water. To mirror common solution processing conditions, the researchers then added a second solvent, tetrahydrofuran (THF), in various concentrations ranging up to 50% by volume. The greater the amount of THF, the smaller the micelles became, down to a radius of less than 15 nm, as a result of the changed thermodynamic balance in the modified solvent mixture.

After the THF was carefully removed using dialysis, leaving the micelles once again in pure water, the micelle sizes remained constant provided that the solutions were not agitated (Fig. 1). But the researchers found that stirring the water fairly gently caused the smaller micelles — those that formed in solutions with THF concentrations greater than 10% and hence the THF had been removed. In all cases, the SAXS plots initially had a prominent peak, indicative of a micelle population with a single characteristic size. For micelle samples that had not been treated with THF, that peak remained unchanged. In the case of samples to which more than 10% THF had been added and later removed, however, the SAXS peak largely subsided after just three days of stirring, suggesting that the micelle distribution now was polydisperse. Later still, at 30 days, peaks reappeared in the SAXS plots, but at a position corresponding to the enlarged size of the micelles revealed by DLS.

The SAXS measurements suggested that the micelle population had started at one size, evolved into a mixture of sizes, then reformed at a single, larger size. To further understand this transformation, the researchers used cryogenic-transmission electron microscopy (cryo-TEM) to study frozen samples of a few micelles, along with small-angle neutron scattering conducted at the National Institute of Standards and Technology Center for Neutron Research and at the Oak Ridge National Laboratory High Flux Isotope Reactor to study the micelle populations. Both methods indicated that the micelle population evolved bimodally, with larger micelles appearing among the smaller ones. Surprisingly, the volume of the larger micelles was up to 8-fold larger than that of the smaller micelles in some cases, and no intermediate-sized micelles were noted during the growth process. Over a period of weeks, the larger micelle population became dominant, while the smaller micelles vanished.

The researchers noted that if pairs of micelles occasionally fused and then intermittently combined with additional micelles, there should have been a range of micelle sizes evident during the evolution process. They argue instead that an evolving bimodal population is often characteristic of a mechanism of cooperative self-assembly involving nucleation and growth. Because agitation evidently was essential to the growth of the micelles, they suggest that the introduction of an air-water interface into the solution may provide a nucleation site for the aggregation of the hydrophobic components of the micelles. Such nucleation and growth processes are well known to affect the stability of protein biopharmaceuticals during storage and handling, yet have not previously been documented in polymer assemblies.

The researchers say that their findings point out a need for further study of micelle stability in realistic conditions, where solutions are inevitably subjected to various kinds of disturbance.

— David Lindley
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The formation of crystals is one of nature’s most highly-organized and systematic processes, resulting in objects of singular beauty and exquisite form. However, certain crystallization processes can be hard to control when one wants to build crystals to order for specific purposes. A group of Northwestern University researchers working at the APS has developed a novel way to engineer the crystallization of nanoparticles, creating high-quality Wulff equilibrium structures using a set of well-established design rules that culminate nearly 20 years of research. In the future, the researchers will use their experimental design rules and theoretical models to predict formation of nanoparticle microcrystals of other shapes and synthesize them for specific purposes, including practical applications in electronics, photonics, catalysis, and materials science. Just as the ability to reliably grow atomic crystals has revolutionized many industries, the ability to precisely fashion nanoparticle crystals promises to be just as game-changing.

The experimenters began with gold nanoparticles surface-functionalized with a high density of highly oriented DNA strands (namely, spherical nucleic acids) and DNA linker strands that were partially complementary to the DNA strands on the surface of the particles. By heating the solution and then cooling it very slowly through the system’s melting temperature (a known property for a particular DNA system) over a period of two to three days — a methodology often employed in crystallizing atoms and molecules — the researchers were able to deliberately anneal the nanoparticles into the thermodynamically favored products of micron-sized single crystalline nanoparticle assemblies with rhombic dodecahedron shapes or “crystal habit.” The crystal structures were confirmed with small-angle x-ray scattering at the DND-CAT beamline 5-ID-B,C,D of the APS. Transmission electron microscopy and scanning electron microscopy imaging were also performed. (Fig.1)

The theoretical models and molecular dynamics (MD) simulations were used to validate the structures of the experimentally obtained nanoparticle microcrystals. These confirmed that the surface energy of the system is a crucial factor in determining crystal shape. In this system, the observed Wulff polyhedra emerge from the original mixture of nanoparticles because, using a broken-bond approximation, the formation of such shapes requires breaking the smallest number of particle-to-particle interactions and exposes the lowest surface energy facets. Indeed, the experimental results and the simulations were highly consistent, showing that the approximations that describe surface energies and crystal growth in atomic systems can be applied to describe nanoparticle systems with DNA links. — Mark Wolverton
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Fig. 1. Electron microscopy image (left) of faceted rhombic dodecahedra microcrystals comprised of gold nanoparticles assembled by the DNA design rules. The observed crystal shape is consistent with the structure predicted by MD simulations (right).
A chunk of gold is just a chunk of gold, shiny and ductile and familiar. But break that gold into tiny, nano-sized bits, or nanoparticles, and it takes on new and different properties. In order to use those special nano properties, we must be able to easily manipulate and arrange the particles. Researchers used the APS to show that templates etched into a substrate could guide nanoparticles into patterns of parallel lines. In principle, the technique could be used to make any conceivable pattern. For a light-trapping nanoparticle such as gold, such templates could make it possible to build nano-scale versions of lenses, electronics, and solar cells.

![Fig. 1. The gold nanoparticles are mixed into the polymer/small molecule solution (top). After the solution is spread over the templates, the supermolecules formed by the polymers and small molecules help the nanoparticles align with the templates, forming an ordered array (bottom). Graphic: Ting Xu, University of California, Berkeley, from J. Kao et al., Nat. Commun. 5, 4053 (2014), © 2014 Macmillan Publishers Limited.](image_url)

Previous attempts to assemble nanoparticles into three-dimensional (3-D) structures with long-range order had been challenging, especially in thin films containing more than two layers. Researchers from the University of California, Berkeley; Argonne; the University of Massachusetts; MIT; and Lawrence Berkeley National Laboratory showed that their patterned substrates could jump the 3-D hurdle. They made multi-layer nanoparticles structures macroscopically aligned as thick as 200 nm using two different types of templates, one made of saw-toothed sapphire and the other made of lithographically patterned silicon.

The process first required the researchers to mix small molecules into a polymer solution so that they stuck to block copolymer molecules and formed supermolecules. The small molecules mediate the interactions between nanoparticles and the polymer, and are a key factor in making the technique work. The supermolecules were mixed with nanoparticles, and the mix was then spread over a silicon or sapphire template and allowed to dry quickly. The researchers found that with this technique, not only could they make three-dimensional arrays of nanoparticles; they could also control the orientation of the nanoparticles, making sure they all faced in the same direction (Fig. 1).

The team used the XSD 8-ID-E beamline at the APS to quantify the structure and alignment of the nanoparticles. The beamline was chosen primarily for its geometry, which allowed the researchers to know the incident angle of the x-rays very precisely and characterize the position of the nanoparticles to a precision of less than 1 nm.

The grazing incidence small-angle x-ray scattering (GISAXS) pattern, taken at an incident angle between the x-ray direction and the direction of the one-dimensional nanoparticle chains, showed multiple orders of scattering in the in-plane direction. As the sample rotated and the incident angle increased, the GISAXS peaks weakened and broadened, showing that the nanoparticles were highly aligned in the in-plane direction over broad areas of the sample. In this context, “broad” means on the order of centimeters, which is huge for a nanoscale phenomenon.

The beamline geometry also enabled the researchers to look at the nanoparticle superstructure at any depth, allowing them to see if the orientation of particles in the middle was the same as that of particles on the edge.

With a technique to align nanoparticles over broad areas, the researchers intend to explore how they can mix and match different types of nanoparticles for different effects such as energy transfer or exciton diffusion.

They will also start creating different template shapes, starting with a circular template for a nanoscale lens. Macroscopic lenses depend on altering the thickness of the lensing material in order to bend the light to a greater or lesser degree. But nanoscale lenses could work in a different way, using the choice of nanoparticles with specific properties to bend the light in the desired manner. Simply controlling the orientation of the nanoparticles can also control their refractive index.

— Kim Krieger
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8-ID-E • XSD • Materials science, polymer science, physics • Grazing incidence small-angle scattering, x-ray photon correlation spectroscopy • 7.35-7.35 keV • On-site • Accepting general users •
Many electronic devices — batteries, solar cells, transistors — work better under engineered strain. Carefully squeezing a semiconductor can improve its electron mobility so that current flows through it more easily, making the device more efficient. Modern computer chips depend on this effect, but the individual devices can be as small as tens of nanometers, so it’s important to understand exactly how strain can be applied at the smallest length scales. Previously, it had been difficult to study this without cutting the device open and altering the strain. Now, scientists have developed a new, non-destructive technique that lets them analyze spatial distortions inside the structure of a device using synchrotron x-rays from the APS, which could help them design even better devices.

The researchers from Argonne and IBM based their analysis on a technique, recently developed in the Argonne Materials Science Division, called Bragg projection ptychography (BPP), which creates structural maps from the diffraction patterns created when coherent x-rays are scattered off a structure. They made their measurements at the Hard X-ray Nanoprobe beamline 26-ID-C operated jointly by the Center for Nanoscale Materials (CNM) and XSD. That beamline is one of the few worldwide that can focus hard x-rays to a 35-nm spot size with the ability to change beam position by less than 5 nm.

The team examined sample semiconductor devices provided by IBM Research that consisted of single-crystal silicon on a buried oxide insulator and etched into parallel channels 60-nm wide and 100-µm long, each separated by 460 nm. Silicon germanium was deposited between and on either side of those channels to impose stress on the silicon-on-insulator.

The researchers then scanned the x-ray beam over their device in a spiral pattern, recording coherent diffraction patterns and acquiring 16 spiral scans over 4 channel regions. Taking a spiral scan in overlapping steps of 13 nm gave them a resolution of ~10 nm, much smaller than the 30-nm spot size of the x-ray beam and enough to give them several points of reference across the 60-nm-wide silicon channel. X-rays scattering off the atomic lattice of the materials created interference patterns, which were caused both by changes in the orientation of the lattice and the sharp boundaries between the materials.

Mapping distortions in the atomic lattices revealed both lattice strain — the spacing of the atoms — and lattice tilt — the curvature of the structure (Fig. 1). This is the first time those two separate characteristics have been measured independently and quantitatively without sectioning, providing more detailed information than was previously available. The team compared their results to mechanical models of the nanostructure and found they were in good agreement.

This technique not only allows researchers to peer inside an intact structure, it can also be used to watch a device in operation, which can reveal how electronic behavior is related to mechanical properties of a structure. This ability could be useful for studying piezoelectric devices, which generate a current in response to mechanical stress or change shape in response to a current. It could also shed light on ferroelectric devices, which reverse their electrical polarization in response to an electric field.

A planned upgrade to the APS could allow researchers to use a more intense and even smaller x-ray spot at the CNM/APS Hard X-ray Nanoprobe, making their measurements more precise. The increased understanding from these studies may lead to more efficient nanoscale engineered materials such as transistors that operate on lower voltages, batteries less likely to produce excess heat, and more efficient photovoltaics.
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26-ID-C • CNM/XSD • Physics, materials science • Nanofluorescence imaging, microdiffraction, nanotomography • 8-12 keV • On-site • Accepting general users •
Novel X-ray Techniques & Instrumentation
The powerful blend of fluorescence microscopy with x-ray synchrotron imaging is nothing new. But as some recent experimental work has amply demonstrated, technical advances at the APS have greatly enhanced the utility of techniques such as synchrotron-based x-ray fluorescence microscopy (XFm). Through increased data acquisition speed, it is now possible to achieve both high spatial resolution and a large field of view at trace-element sensitivity. Two recent studies highlight the newly-enhanced capabilities of these imaging tools for tasks such as determining the elemental distribution and speciation in biological specimens.

Fig. 1. A composite of three elemental slices and a three-dimensional view of the embryo.

In one study [1], investigators from the Georgia Institute of Technology, Argonne, Emory University, and Rowiak LaserLabSolutions GmbH (Germany) employed XFm to delineate elemental distribution of transition metals in the zebrafish embryo.

The ability to detect and quantify trace metal levels within intact biological specimens remains challenging. Compared to other microanalytical techniques, XFm is currently the only available method that is compatible with fully hydrated biological specimens such as whole cells and tissues, while simultaneously offering trace element sensitivity and submicron spatial resolution.

The group worked at the XSD 2-ID-E beamline at the APS, using XFm to obtain tomographic images in a zebrafish embryo that was cryogenically preserved at 24 h post-fertilization in a polymer that was later trimmed away using a femtosecond laser microtome. Sixty tomographic projections were acquired over more than 100 h of beam time and used to reconstruct the three-dimensional distribution of zinc, copper, and iron in the specimen (Fig. 1).

They made a few unexpected observations regarding the elemental distribution within the embryo. Perhaps the most striking observation was the markedly increased levels of zinc and copper at the posterior end of the embryo, an area that is involved in progenitor cell differentiation and cellular proliferation and responsible for most of the body growth at this stage of development.

Although the spatial resolution in this dataset was not quite sufficient to allow the elemental distribution to be related to specific cell types, the team was able to identify larger anatomical features, including the yolk extension and regions of the brain.

In another notable study [2], investigators from the University of Adelaide (Australia), the University of Sydney (Australia), and Argonne used the APS, the Australian Synchrotron, and the Stanford Synchrotron Radiation Lightsource to examine the biological distribution and speciation of selenium and copper in rats fed diets high in selenium. While both selenium and copper are essential elements for life, their actual activity within the body depends upon the particular form of each element, with
some forms more efficacious and beneficial than others.

The (bio)-chemistry of these elements is fragile and having to “prepare” the samples often leads to modification of the properties that we are trying to examine. By using both XFM and XAS, the researchers could examine the distribution and speciation of selenium and copper in intact tissues from animals exposed to some experimental treatments.

The team took advantage of the “fly-scanning” mode of XFM recently developed at the APS, which allows much faster imaging of wider sample areas. Before this, the sample image was built up point by point, stopping at each spot on the sample to collect a spectrum; now the sample keeps moving and the spectrum is collected rapidly on the fly. This allows imaging much larger areas of tissue than could be achieved previously.

The work at the XSD 2-ID-E beamline revealed a striking correlation between selenium and copper distribution in the kidneys of rats on a 5-ppm selenium diet (Fig. 2). While this phenomenon had been identified before in cell cultures, the current work using the XFM/XAS combination allowed this intriguing co-localization of elements to be studied in tissue specimens in vivo for the first time.

This team plans to further refine their experimental techniques to study the causes of this unusual co-distribution of elemental concentrations.

Both groups of researchers were enthusiastic about the results they were able to achieve with the fluorescence microscopy facilities at the APS, and are looking forward to future research. With further improved data acquisition times, it would be possible to perform larger-scale comparative studies of organisms.

There are many other selenium species that are important in the diet or as potential treatments for various diseases and similar work would hopefully yield useful information about their biochemistry. — Mark Wolverton

[1] See: Daisy Bourassa¹, Sophie-Charlotte Gleber², Stefan Vogt², Hong Yi³, Fabian Wull⁴, Heiko Richter⁴, Chong Hyun Shin¹, and Christoph J. Fahrni¹*, “3D imaging of transition metals in the zebrafish embryo by X-ray fluorescence microtomography,” Metallomics 6, 1648 (2014). DOI: 10.1039/c4mt00121d
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2-ID-E • XSD • Life sciences, environmental science, materials science • Microfluorescence (hard x-ray) • 7-10.5 keV, 11-17 keV • On-site • Accepting general users •
Ptychography is a coherent x-ray microscopy method that uses multiple overlapping illumination spots to reconstruct an image from far-field diffraction patterns. It is able to work at a resolution limited not by optics, but by the scattering strength of the sample, and it delivers a phase image that can have a contrast hundreds of times higher than absorption contrast for lighter atoms using high-energy x-rays. A team from Argonne and Northwestern University has worked together to achieve three separate advances in x-ray ptychography.

Northwestern University Ph.D. student Junjing Deng showed the use of two imaging methods at once to obtain complementary information on cells that were quickly frozen from the living state: ultrastructural information at sub-30-nm resolution by ptychography, and x-ray fluorescence measurements of trace element distributions at sub-100-nm resolution [1]. This puts elemental distributions into their proper biological context. Figure 1 shows an image of a green alga (Chlamydomonas reinhardtii) measured by Deng and demonstrates the significance of his work. The ptychographs reveal in amazing detail the organelles and membranes which do not fluoresce. Taken together the ptychographs aid identification of the cellular components and the quantified elemental concentrations may reveal the underlying cause of diseases and disorders in studies of mammalian cells.

In another advance, Deng and others have shown that data collection can be sped up by the use of continuous scanning [2], rather than having to repeat a stop-measure-move sequence for each illumination spot. The stop-measure-move sequence is notoriously inefficient because measurements cannot be made while the stage accelerates, moves, and then decelerates. Using the continuous scanning approach, the time required to complete one scan is reduced by about threefold at present, but with the planned high-brightness upgrade of the APS, the speedup can reach a factor of 100 or more.

Finally, Youssef Nashed of the Mathematics and Computer Science Division at Argonne and others have developed a ptychography computer code [3] that runs at the Argonne Leadership Computing Facility to speed up image reconstruction by more than a factor of 100 relative to previously-used code by employing graphical processing units on individual compute nodes and distributing the task over more than 100 nodes in the cluster. Nashed pioneered a new approach to partitioning the data across many compute nodes, which then communicated their results to each other during the reconstruction. The results from each node are then stitched together seamlessly as if the reconstruction was performed using a single node. The work of Nashed allows experimenters like Deng to see their images immediately, rather than waiting for days.

Together, these advances point the way toward high-speed imaging without lens limits to the resolution achieved, and this capability is central to the planned multi-bend achromat lattice upgrade of the APS.

Contact: cjacobsen@anl.gov, dvine@aps.anl.gov
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The handling of datasets at scientific user facilities is becoming progressively more challenging as advances in sources and detectors drive increasingly aggressive data acquisition rates. These recent developments allow for the studies of multi-dimensional dynamic systems but they also limit the ability to share and process these data unless the originator of the data and the persons making use of that data are able to see and interpret the data equally and thus unequivocally agree on what these data mean. This understanding is driven by use of standardized data formats and by the ability to capture all experimental metadata required by the following data analysis.

The Scientific Data Exchange [1] is a generic data model that is designed to interface, or exchange data among different experimentation instruments, and to enable sharing of data analysis tools. Its implementation uses the Hierarchical Data Format (HDF5), a widely used and supported storage format for scientific data. The use of a specialized area detector [2] plug-in allows all tomography instruments of the XSD Imaging Group to save data natively as Scientific Data Exchange.

Data Exchange [3] is an open-source software that provides different tomographic raw data importers to allow TomoPy [4] to be used at all major synchrotron facilities. TomoPy, which was developed at the APS, is a Python toolbox utilized to perform tomographic data processing and image reconstruction tasks, as shown in Fig. 1 [5].

Data Exchange also allows tomography users running experiments at any synchrotron facility to share data in a unified model.

Future plans include extending the Data Exchange module to support other techniques, starting with the ones being added to TomoPy including x-ray transmission tomography, x-ray fluorescence microscopy, x-ray diffraction tomography, x-ray photon correlation spectroscopy, ptychography, and combinations of multimodal techniques.
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Three reasons lie at the heart of IMPULSE’s success. First, its multi-frame detector system is the first of its kind to create “shock movies” of x-ray imaging, and with an amazing spatial resolution of 1 to 2 µm.

Second, the improved design of the gun allows for better synchronization (bracketing) of the impact event with the detectors and the incident x-ray pulses, and then is able to detect the diffracted or transmitted x-rays from a single, 80-psec x-ray bunch.

Finally, IMPULSE has been utilized to educate and grow the user knowledge base needed to take advantage of these new, advanced diagnostics.

IMF was designed specifically for use at synchrotron sources and consists of a launcher system to generate shock waves and a detection system for x-ray imaging or diffraction measurements. The launch system, which consists of a gas breech, a barrel with a 12.6-mm bore, a target chamber, and a mobile support structure can reach impact velocities of up to approximately 1-km/sec. The system was designed to move easily into and out of the x-ray beam, allowing for rotation of the target chamber during beam alignment. Further, the target chamber can withstand detonations of up to 750 mg of TNT-equivalent explosives.

The novel, high-spatial-resolution, multi-frame imaging system uses x-rays that have passed through the target chamber — after entering from a side port — and through a series of shutters and slits, eventually being diffracted or transmitted through the target. The x-rays finally impinge on the scintillator within the detection system. Four intensified charge-coupled device detectors were optically multiplexed and triggered to capture images generated from any desired x-ray bunch from the synchrotron. In standard operating mode, x-ray bunches come every 153.4 nsec.

For its first dynamic x-ray imaging experiment, IMPULSE demonstrated in October 2011, at the APS 32-ID-B,C beamline, that it could create images of dynamic compression using a single 80-psec-width x-ray pulse. Since then, various other experiments have been conducted involving detonator performance, shock wave propagation through aerogels, high strain rate polymer extrusion, compaction in idealized sphere systems to powders, spallation in metals and plastics, and many others. For instance, an experiment involving Laue x-ray diffraction showed the ability of IMPULSE to obtain high-
quality images on low-Z molecular crystals using a single x-ray bunch.

The ability of IMPULSE to provide in situ, nanosecond-resolution measurements at microscopic length scales is the key to its future success in helping to achieve a better understanding of condensed matter phenomena under extreme dynamic compression.

— William A. Atkins
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32-ID-B.C • Materials science, life sciences, geoscience • Phase contrast imaging, radiography, transmission x-ray microscopy, tomography • 7-40 keV • On-site • Accepting general users •
A Narrower Spectrum for a Wider View of Matter

Condensed matter physicists, who study the physics of solids and liquids, often use the experimental technique inelastic x-ray scattering (IXS), in which photons or neutrons of selected energy are bounced off a material to measure the energy loss and examine the collective vibrations of atoms in that material, to understand the dynamics of energy transfers that occur in picoseconds over distances of nanometers. But there are gaps in the resolutions of these techniques — distances of one nanometer to a few hundredths of a nanometer and time scales from a few picoseconds to approximately 100 psec. Unfortunately, a key physical phenomenon takes place within that gap: the liquid-glass transition. The details of how a material transforms from liquid to glass is one of the great mysteries of condensed matter physics, and understanding it could not only provide new theoretical insights, but also help pharmaceutical researchers make drugs that are more easily absorbed in the body. Now, researchers have developed a new version of IXS that bridges those gaps. Using the APS, they were able to enter previously inaccessible time and length scales, and then use that access to study the dynamics of liquid glycerol.
The researchers from Argonne, the Diamond Light Source (UK), and the Deutsches Elektronen-Synchrotron (Germany) created an ultra-high-resolution inelastic x-ray scattering (IXS) spectrometer containing crystals with asymmetric, atomic-scale gratings that diffract x-rays. In one end of the set-up, the x-ray beam first strikes a collimator crystal, which ensures that the photons bouncing off it are close to parallel. The beam then hits a dispersion element, which spreads the photons into a “rainbow” depending on their wavelength. The light strikes another crystal, a wavelength selector, which only passes that portion of the light that lies within a very narrow angular window and is spectrally pure.

Using this basic setup, the researchers built a monochromator that consisted of a collimator, two dispersion elements, and a wavelength selector; taken together, they deliver x-rays with a very narrow band of wavelengths to a sample of the material being studied. The x-rays from the beamline pass through the monochromator and other focusing optics to the sample, and then to an analyzer element. The analyzer is a variant of the monochromator, with an additional collimator of large acceptance angle to gather the scattered photons for the crystal optics. The analyzer can measure the wavelength shift, or energy loss, induced in the x-rays by scattering from the sample. That tells scientists how the sample atoms’ phonons transfer energy and momentum through the material.

High-brightness x-rays generated in a well-directed beam to a small area in the 9-keV energy range are required by the new spectrometer. The traditional version of inelastic scattering uses photons in the 20- to 25-keV range, but the lower energies used in the new setup provide better momentum resolution.

The technique also has spectral resolution and contrast that are superior to traditional techniques. The researchers measured a spectral bandwidth of 620 μeV, a 3-fold improvement over what was previously available. Additionally, spectral contrast improved by an order of magnitude.

The technique was applied to a sample of liquid glycerol. The researchers were, indeed, able to make more precise measurements than had ever been made on such a sample before (Fig. 1).

The researchers call their concept a new paradigm, which could be developed into an even better spectrometer, for instance by adding more focusing optics and a position-sensitive detector, thus opening it to a wide range of measurement applications. Because this spectrometer uses a working energy of 9 keV, it is practical for most x-ray synchrotron and free-electron laser facilities. — Neil Savage
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TWO GOOD THINGS THAT ARE BETTER TOGETHER: STM AND X-RAY SYNCHROTRON MICROSCOPY

Over the past three decades, scanning tunneling microscopy (STM) has rapidly become a major component of the condensed matter physics toolbox. While STM can provide vast quantities of data about the electronic, structural, and magnetic properties of materials at atomic resolution, its Achilles heel is its inability to characterize elemental species. But a team from Argonne and Ohio University has found a way around this limitation by combining STM with the spectroscopic versatility of synchrotron x-rays, achieving chemical fingerprinting of individual nickel clusters on a copper surface at a resolution of 2 nm (Fig. 1), creating a powerful and versatile nanoscale imaging tool with exciting promise and potential for the materials and biological sciences.

Fig. 1. Localized x-ray cross-section of a Ni island. (a) Perspective three-dimensional view of a STM topography scan (110 × 60 nm², -1 V, 1 nA). (b) Height profile of the line shown in the topography scan. (c) X-ray cross section of a single Ni island obtained from I_{x-ray} sample (top) and I_{x-ray} tip (bottom). (d) Sample current I_{x-ray} sample does not provide chemical contrast, when the x-ray energy (E = 8.25 keV) is below the Ni K-edge (8.33 keV). (e) The Ni island on the Cu(111) terrace and islands along the Cu step edge become clearly visible for photon energies above the Ni K-edge, here E = 8.55 keV. Figures from N. Shirato et al., Nano. Lett. 14(11), 6499 (2014). © 2014 American Chemical Society
Working at the CNM/XSD 26-ID-C beamline at the APS, the researchers took advantage of some new technological innovations developed by Argonne researchers.

However, the team had to overcome some experimental hurdles to combine STM with synchrotron x-rays. The resolution and sensitivity of STM can be adversely affected by photoinjected electrons from the sample interfering with the measurement of tunneling effects. The Argonne researchers invented and patented a nanofabricated “smart tip” for the scanning tunneling microscope that sharply focuses detection of electrons solely to those collected at the scanning tip where it interacts with the sample, ignoring the background electrons from the sidewalls of the tip (Fig. 2). The various coatings for the smart tip were grown at the Center for Nanoscale Materials (CNM) at Argonne. Then, focused ion beam milling at the CNM Electron Microscopy Center at Argonne was used to expose the tip apex.

The team also developed a filter circuit that separates the chemical and magnetic data from the x-ray-induced currents and topographical data from conventional tunneling effects into two channels, allowing them to be recorded separately without mutual interference.

Using the markedly enhanced resolution and sensitivity made possible with these advances in synchrotron x-ray tunneling microscopy (SX-STM), the Argonne/Ohio University experiment team analyzed nickel clusters deposited on a copper surface. Usually, because chemical fingerprinting using x-rays is based on photoionization cross sections, such measurements are averaged over a rather wide surface area and depth. But the new technique was able to image and obtain a photoionization cross section of a single nickel cluster on the sample surface with 2-nm resolution.

The team demonstrated a world record in the spatial resolution of chemical imaging using synchrotron x-ray scanning tunneling microscopy, with tremendous impact for many scientific areas including materials science, chemistry, and energy materials.

Both that remarkable resolution and the precise chemical fingerprinting of individual nickel nanoclusters were also clearly evident in the topographic images of the sample surface, even down to the height of a single atom. The experimenters note that the thickness of individual clusters appears to have no effect on the contrast intensity of their chemical signature. They suggest that because tunneling is a local effect sensitive only to the topmost layer of materials, this phenomenon as observed topographically results from the tunneling of x-ray excited photoelectrons from states between the Fermi level and the work function.

While the current experiments were conducted at room temperature, the researchers anticipate achieving the same resolution of SX-STM at far lower temperatures.

Even in its present form, the techniques demonstrated here can revolutionize nanoscale imaging in realms far beyond materials science, including electronics and biology. By overcoming the inherent limitations of both STM and x-ray microscopy, this new work has also combined the strengths of each to create a powerful and versatile imaging tool with an exciting promise and potential.

— Mark Wolverton

See: Nozomi Shirato1, Marvin Cummings1, Heath Kersel2, Yang Li2, Benjamin Stripe1, Daniel Rosenmann2, Saw-Wai Hla1,2*, and Volker Rose1*, “Elemental Fingerprinting of Materials with Sensitivity at the Atomic Limit,” Nano Lett. 14(11), 6499 (2014). DOI: 10.1021/nl5030613
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26-ID-C • CNMXSD • Physics, materials science • Nanofluorescence imaging, microdiffraction, nanotomography • 8-12 keV • On-site • Accepting general users •
One of the earliest methods developed for focusing x-rays is the Kirkpatrick-Baez (K-B) mirror system, which was eventually adapted to focus the hard x-rays generated in synchrotron facilities, thereby greatly increasing the illumination of micron- and sub-micron-sized sample areas. In this article, we describe the first fixed-geometry (i.e., non-bendable) K-B mirror system that is entirely developed, fabricated, and tested by the XSD Optics Group in collaboration with the Microscopy Group in XSD and staff in the APS Engineering Support Division. The parameters for this new K-B mirror system were specified (by Lydia Finney, XSD) to focus the 8-BM-B beam to a 1-µm focal spot size for microfluorescence imaging. Prior to implementation and use at the host beamline, the mirror system was fully calibrated and tested at XSD beamline 1-BM-B, C, the new Optics and Detector Test Beamline (see “The Newly Reconfigured Beamline 1-BM,” APS Science 2012, pg. 174). The focused beam achieved by the new system, measuring approximately 1 µm², has provided improved micro-fluorescence imaging at 8-BM-B. Fixed-geometry K-B mirrors offer great mechanical stability compared to bender-based K-B mirrors, especially for applications that do not require dynamical bending. They are also the only viable solution for applications requiring sub-100-nm focusing. The delivery and implementation at 8-BM-B constitutes a first complete technology transfer of a K-B mirror arrangement from design and fabrication in the Optics Group, to testing at 1-BM-B, C, and finally to successful commissioning at 8-BM-B, thereby demonstrating a new in-house capability and laying solid foundations to develop nanofocusing K-B mirror systems for the proposed APS MBA nanoprobes and beamlines.

Paul Kirkpatrick and Albert Baez (father of folk singer Joan Baez) described the first K-B mirror system in 1948. A typical contemporary system consists of two metal-coated silicon bars acting as x-ray mirrors, with one mirror focusing in the vertical direction, the other horizontally. The metal coating provides the elliptical shape necessary to focus the x-rays, which glance off the mirrors at a very shallow angle (referred to as grazing-incidence reflection). Compared to techniques that diffract or refract x-rays, K-B mirrors are achromatic and permit x-ray focusing over a larger range of focal distances (the distance from the mirrors to the focal plane) and acceptance angles (the largest angle for which incident x-rays are efficiently gathered, which varies according to x-ray energy).

The ideal elliptical shape of the mirrors in a particular system is determined by three quantities: the distance from the x-ray source to the mirrors; the distance from the mirrors to the focal plane; and the angle the x-rays graze...
off the mirrors. (Fig. 1 illustrates distances in the test beamline.) The elliptical shapes of the mirrors in the new system were calculated using the source-to-mirror and mirror-to-focus distances for beamline 8-BM-B. Although the 1-BM-B,C test beamline has different source/foocal distances than 8-BM, the researchers calculated that the mirror differences in their layouts would nonetheless permit successful performance evaluation at the test beamline.

The mirror fabrication process started with two flat silicon bars, each nearly an inch thick and wide (20 mm) and superpolished at one surface to be profiled to elliptical shape. The longer of the two bars, intended for vertical focusing, is slightly over 3 in. (80 mm) in length; the shorter bar, for horizontal focusing, is ~2.4 in. (60 mm) long. The required elliptical shape was achieved by depositing platinum on the bars via profile-coating, a technique originally developed at the APS. Although profile-coating is very precise, slight imperfections (or figure errors) inevitably arise, resulting in microscopic surface deviations. Measurement (done at the APS metrology laboratory) of the mirrors’ surface figure errors before installation at beamline 8-BM-B were quite small: 0.67 nm rms and 0.31 nm rms for the vertical and horizontal mirrors, respectively.

The finished mirrors were affixed to mounting stages (designed by D. Shu, AES) that feature stepping motors for very fine adjustments: one motor produces a linear motion perpendicular to the mirror’s surface, while a second motor adjusts mirror pitch, thereby varying the grazing-incidence angle.

To measure system performance, monochromatic (18-keV) x-rays were separated from the multi-wavelength beamline using a monochromator. Slits narrowed this monochromatic beam, which is reduced by slits to dimensions of 180 µm x 180 µm. In rightmost of schematic, a PIN diode registers x-ray absorption due to tungsten wire scanning, which determines best focus of the mirrors.

quantitative measurements using a wire scanning method that passes an ultrafine tungsten wire stepwise through the x-ray beam. A detector measured the change in x-ray intensity as the wire moved through and partially absorbed the beam, revealing the beam’s shape and intensity.

Using these methods, the grazing angle was adjusted to obtain a focal area of 1.3-µm vertical by 1.21-µm horizontal; these values compare favorably to the best theoretically-calculated values for beamline 1-BM-B,C of 0.8-µm vertically by 1.18-µm horizontally. Optimum focal size, at a beam/mirror incidence angle of 2.97 mrad (0.17° degrees). Figure 2 shows focusing data for beamline 1-BM-B,C.

The focal size achieved at 1-BM-B,C was smaller than the value required for operations at 8-BM-B. Since calculations indicated similar focusing performance between the two beamlines, the K-B mirror system was installed at beamline 8-BM-B. Subsequent microprobe experiments have demonstrated the desired image resolution.

— Philip Koth


Fig. 2. Focusing data from the tungsten wire absorption scanning method using monochromatic 18-keV x-rays produced at beamline 1-BM-B,C. Panel (a) shows the vertical focused beam profile and panel (b) the horizontal focused beam profile. Optimum focus was determined by FWHM of the two plots: 1.3 µm (V) by 1.21 µm (H). The inserts in panels (a) and (b) show tungsten wire scan intensity for vertical and horizontal focusing, respectively.

Fig. 1. Schematic depicting the focusing optics of the K-B mirror system for testing at station 1-BM-B. The positions of mirrors M1 (vertical focusing) and M2 (horizontal focusing) are shown within the test setup. Polychromatic x-rays are filtered by a double crystal monochromator to yield a monochromatic (18-keV) beam, which is reduced by slits to dimensions of 180 µm x 180 µm. In rightmost of schematic, a PIN diode registers x-ray absorption due to tungsten wire scanning, which determines best focus of the mirrors.
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1-BM-B,C • XSD • Materials science, physics • Optics testing, detector testing, topography, energy dispersive x-ray diffraction, white Laue single-crystal diffraction • 6-30 keV, 50-120 keV • On-site • Accepting general users •

8-BM-B • Chemistry, life sciences, environmental science, materials science • Microfluorescence (hard x-ray) • 5.5-20 keV, 9-18 keV • On-site •
X-ray fluorescence microscopy (XFM) is a powerful method for studying biological samples; it can be used, for instance, to measure how disease progresses within a group of cells, or how a particular population of cells affects whether a tumor is vulnerable to a particular drug. However, the quantity and complexity of the data produced using a high-brightness, high-resolution source for XFM, such as the APS, makes it extremely challenging for a human microscopist to sort through it manually. Now, researchers have developed a method that lets a computer locate and identify cell structures rapidly and without human supervision, allowing scientists to take full advantage of the x-ray data.

Researchers from Argonne and Northwestern University developed a machine-learning algorithm to locate and identify different types of cells, even when some overlap. The algorithm starts by assuming that cells of a specific type have generally similar shape and size, and have the same signature concentration of elements. In this experiment, the researchers used red blood cells (characteristically high in iron), yeast cells (with a high concentration of zinc), and green algae (high in manganese). Both the blood and algae cells were approximately 18 µm² in area, while the yeast cells were 2.7 µm². The team tested the algorithm on XFM data taken at the XSd beamline 2-id-e at the APS. The x-ray beam, focused to a 0.8 µm x 0.8 µm spot, was used to map elemental distributions of groups of cells typically 200 µm in size.

The algorithm divided the whole image into foreground and background pixels, based on their intensities, then drew an ellipse around groups of pixels it thought should go together, based on the size and the elemental signature of the cell it sought (Fig. 1). In their initial experiment, the researchers aided this step by initializing the algorithm with a handful of regions of interest, but in the future those hand-drawn regions can be replaced by other data or learned automatically. The algorithm then looked at the background pixels to see if it could refine the locations and figure out if cells overlapped. It repeated these steps to make sure each region it identified matched well with the expected contents of the cell. The algorithm then examined these groups and determined whether deleting some or merging two together would make them fit better. Finally, it replaced the ellipse with a more realistic outline of the cell, and performed statistical tests to optimize the cell boundaries down to the level of individual pixels. To validate their approach, the researchers compared the results of applying the program to data from each of four different detectors and with different initial elemental content hypotheses, and found a good match.

The researchers believe this new algorithm will allow biologists to find and identify individual cells in three dimensions and in real time, making XFM an even more powerful research tool.
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WAVE HELLO TO FASTER X-RAY PULSES

Fast x-ray pulses from the APS can act as powerful x-ray camera flashes to image molecular motion. But some biological and chemical reactions — proteins refolding or molecular bonds shifting, for example — happen too fast even for the APS, which can produce 100-psec bursts of x-rays at its speediest. A team of researchers is trying to slice those bursts into a series of much shorter pulses, using sound waves to deform a perfect crystal. Their results, obtained in tests at XSD beamline 7-ID-B,C,D at the APS, could broaden the kind of time-resolved science possible at this facility.

There are many synchrotron radiation facilities in the world, but very few match the APS in brightness or available beam time. One of its few drawbacks is that its pulses are not short enough to image ultrafast phenomena. There is another x-ray source in the U.S. that does have that capability, the Linac Coherent Light Source (LCLS) at the SLAC National Accelerator Laboratory, but its x-ray pulses are so powerful that they can destroy the sample under examination, making it difficult to do repeatable experiments.

University of Delaware and Argonne researchers may now be able to tweak the APS to make its pulses as short as those at the LCLS by coating a perfect germanium crystal with a thin layer of gold and then illuminated it with an ultrafast optical laser source. The laser flash quickly heated the gold and caused it to expand, sending a pressure wave through the crystal. As the wave moved through the crystal it moved the germanium atoms into a slightly different configuration. After the wave passed, the atoms snapped back into their perfect crystal pattern.

X-rays are very sensitive to atomic positions. Atoms in one crystalline pattern reflect x-rays one way; atoms in a slightly different pattern will reflect the x-rays in a different direction (Fig. 1). If the sound wave can be precisely timed and controlled, the researchers hope to use the germanium crystal like a mirror that can shift back and forth, dividing a single 100-psec x-ray pulse into several 10-psec pulses.

Other researchers are trying ways to divide up an x-ray pulse. One, at the Advanced Light Source at Lawrence Berkeley National Laboratory, shoots a laser into an electron beam to produce x-rays, but the process is inefficient. It slices out just 1000 x-ray photons per second, making a very weak beam.

At the European Synchrotron Radiation Facility (France) a team used a "Wave" cont’d on page 170
**X-ray Ptychography: Imaging Vibrations without the Blur**

Nature is ever on the move, and our ability to understand it in detail is often improved by “freezing” the motion of the dynamic systems under study using “snapshot” images. Standard imaging techniques have been hugely successful, but only when snapshot durations are much shorter than the time scales over which objects move. This requirement is becoming increasingly difficult to meet when imaging living systems and complex materials at the nanometer scale. While it may seem impossible to avoid blurred images when motions are much quicker than snapshot durations, there is actually a technique that promises to accomplish exactly that, a lensless imaging method under development called ptychography. Working at the APS, scientists were able to demonstrate experimentally that x-ray ptychography could image a vibrating object whose frequency of vibration was one order magnitude faster than the measurement time. This was accomplished for two types of vibration and two amplitudes of vibration as well. The researchers speculate that this mode manipulation may prove very useful in designing custom mode shapes for use in high-resolution x-ray or electron imaging where illuminations having very specific properties are required.

Ptychography is a form of coherent diffractive imaging in which a specimen is stepped through a localized “probe” consisting of coherent x-rays, generating a series of diffraction patterns at the plane of a detector. By stepping the specimen in such a way that the illuminated area at each position overlaps with its neighbors, redundancy is introduced into ptychographic data that can be exploited during the mathematical reconstruction of an image. Although it was known since the late 1960s that this type of data could, in principle, recover an image of a specimen from diffraction data having wavelength-limited resolution, it was many years before relatively fast and robust iterative computational methods were developed. The key task has been to provide a solution to the classical phase-retrieval problem. Longstanding crystallographic phase-retrieval methods are not applicable because the objects being studied are typically not structurally periodic and are much more complicated than crystal lattices.

In this experiment, the researchers from University College London (UK), Brookhaven National Laboratory, Argonne, and the Research Complex at Harwell (UK) imaged a lithographed...

---

**Fig. 1.** (a) Reconstructed image of the sample when it was stationary. This can be compared to the reconstructions when the sample was moving horizontally with (b) square wave motion (i.e., occupying two discrete positions) and when it was moving with (c) sine wave motion (i.e., moving continuously). The motion in each case was approximately one order of magnitude faster than the measurement time. Reconstructions of the moving sample without using the mixed-state algorithm failed to provide an interpretable image (not shown). The black scale bar in (a) is 1 μm.
DEFINING THE THERMAL FATIGUE LIMITS OF GLIDCOP® HIGH-HEAT-LOAD X-RAY ABSORBERS

Hard x-ray, third-generation synchrotron facilities have commonly used aluminum oxide dispersion-strengthened copper alloy (GlidCop®) to fabricate x-ray absorbers, and the material will likely be used in the design of new x-ray absorbers for the proposed multibend achromat lattice upgrade of the APS and upgrades of other x-ray light source facilities. GlidCop® x-ray absorbers are used throughout the APS facility to aperture or completely stop the x-ray beam and therefore are critical to proper operation of the front ends, beamlines, and storage ring. Although the design criteria limits used at the APS for x-ray absorbers have been successful in avoiding component failures over the present life of the facility, the aforementioned potential upgrade of the APS and other facilities may result in higher thermal loads on the x-ray absorbers. Efforts are being made to establish less conservative, more realistic design criteria based on the thermomechanically-induced fatigue limits of GlidCop® [1,2].

For these studies, carried out by AES Division personnel, several tasks were performed in parallel and used as the basis for development of a thermal fatigue model for GlidCop®. GlidCop® is a proprietary copper alloy, and consequently thermomechanical data and fatigue data available in the open literature are limited. Temperature-dependent true stress versus true strain data were obtained for GlidCop® and were used in all transient non-linear finite element analysis (FEA) simulations. Temperature-dependent uniaxial mechanical fatigue data were also obtained and were used to develop a mechanical fatigue model.

Using x-ray power from the APS, 30 GlidCop® test samples were subjected to 10,000 cycles each of severe thermal loading under various beam power conditions. These samples were metallurgically examined for crack presence/geometry. The mechanical fatigue model was used as a base to develop a thermal fatigue model by matching observed damage with life cycle predictions. This process allowed “failure” to be defined and quantified based on thermal fatigue model predictions and observed damage to the samples.

“Failure” was found to be the start of shallow regions of surface grain drop-out, resulting from surface thermal compression ejecting weakly bound grains, with the possibility of small, shallow cracks less than 2 mm in surface length. This is consistent with the criteria adopted at the Japanese x-ray light source, SPring-8, based upon Japanese industrial standards [3].

A number of test samples were subjected to beam power conditions far beyond the “failure” limit quantified by the thermal fatigue model. The sample shown in Fig. 1 was tested at nearly six times this limit under the worst-case possible beam conditions using two in-line U33.0 undulators operating at maximum storage ring current with closed gaps. Although the damage is significant, with evidence of surface extrusion, severe radial cracking, melting, and evaporation, the maximum crack length was less than 10 mm and the maximum crack depth was less than 2 mm. Considering that the minimum cooling wall thickness for any APS x-ray absorber design is 6.35 mm, and modern designs use a 9-mm cooling wall thickness, the “failure” limit quantified by the thermal fatigue model is still quite conservative.

Based on the results of this study and the transient non-linear FEA performed on all of the existing APS front-end x-ray absorbers, new design criteria limits are proposed for GlidCop® x-ray absorbers as summarized in Fig. 2. The new design criteria limits allow operation significantly beyond the limits imposed by the existing design criteria limits. Consequently, new x-ray absorber designs for the proposed APS Upgrade could be made more compact, saving on required beamline real estate, and at lower cost than previous designs.

Fig. 1. GlidCop® sample tested under worst-case-possible beam conditions (1 scale division = 500 µm).

Fig. 2. Proposed new design criteria limits for GlidCop® x-ray absorbers.
laser-heated crystal to slice out x-ray photons, but with a different geometry than this team’s technique. The European effort is also low efficiency, obtaining just 1 in 10,000 x-ray photons from the original source. These researchers, by contrast, can potentially get 20% to 30% of x-ray photons from the beam into each flash, which is 2 or 3 orders of magnitude more photons than other techniques.

The laser-heated pressure wave approach worked; they switched x-rays into different, precisely determined angles. The next step is to check how fast the x-rays are switching direction by using a streak camera to map x-ray intensity over time.

The decision to use the XSD 7-ID-B.C.D beamline was primarily because of familiarity with how the beamline functioned. But the research could have been done at any APS beamline equipped with an ultrafast laser.

Commercial application of the technique could help computer chip manufacturers test chip integrity more quickly and accurately. But the most significant application could be for the APS itself, which will finally be able to accommodate researchers in the biological and chemical sciences who want to observe chemical bonds and biological molecules in action. — Kim Krieger

“Wave” cont’d from page 167

Coherence properties of the incident x-ray field can be used to image a quickly moving vibrating sample. The researchers used a “mixed state” iterative algorithm that allowed for simultaneous reconstruction of the total x-ray wave field (probe modes). This approach permitted the researchers to demonstrate experimentally not only how ptychography can be used to image a quickly moving vibrating sample, but also how the shape of the vibrational mode and coherence properties of the incident wave field can be manipulated and customized through use of vibration.

Overall image quality was high whether or not the sample was vibrating (Fig. 1). The estimated resolution of 49 nm was good enough to reveal small defects in the lithographic process used in making the Siemens star. Achieving this resolution with the vibrating sample required simultaneously reconstructing five probe modes along with the sample.

The researchers also studied the effect of vibration on the recovered probe modes, showing that the addition of different types of vibration changes the form of the modes. — Vic Camello

“Ptychography” cont’d from page 168
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SONICCC AT GM/CA-XSD

Second-order nonlinear optical imaging of chiral crystals (SONICCC) based on femtosecond laser scanning microscopy has been implemented at the GM/CA-XSD undulator beamline 23-ID-B for rapid protein crystal localization and centering.

The technique is based on infrared laser light impinging on non-centrosymmetric crystals of proteins, which may selectively yield a frequency-doubled, visible signal generated by the anharmonic response of the electron cloud of the protein in response to the laser field. One aim of this method is to locate small crystals grown in opaque crystallization media for centering in x-ray beams of only a few microns or less in cross-section.

The optical system implemented at the beamline includes “trans” and “epi” detection of second harmonic generation (SHG) signals. In addition, scanning visible laser light across the sample and detecting two-photon excited UV fluorescence (tPe-uvF) provides complementary contrast based on the native fluorescence of proteins [3].

SONICCC provides the opportunity to detect crystals of < 1 µm on an edge even in opaque media, such as with membrane protein crystals grown in lipidic cubic phase (LCP). A collaboration between the group of Garth Simpson at Purdue University and GM/CA-XSD, IMCA-CAT, and SBC-CAT previously showed no evidence of damage to protein crystals due to a SONICCC laser [1]. A SONICCC system is installed at beamline 23-ID-B [2], and efforts are under way to transition to SONICCC and TPE-UVF as user capabilities, including implementation of laser-safety interlocks for the experimental hutches and user-friendly software updates.

SHG signals vary greatly between different protein crystals, depending on the space group, intrinsic protein signal, and crystal size [4]. To date, testing with various G-protein-coupled receptors in the lipidic cubic phase has been successful, but not all crystal systems will necessarily show a readily detectable signal. Systems that are favorable to SHG signals include lower-symmetry space groups and low-background sample mounts, such as Hampton loops or MiTeGen UV-Vis loops. Examples of systems that are challenging for SONICCC include: Examples of systems that are challenging for SONICCC include high-symmetry space groups, prior exposure of samples to x-rays that generate spurious SHG signals [5]. Ice on a sample that scatters laser light, very thick samples that scatter laser light, and some salt crystals that give spurious large signals. If working with opaque media and unfamiliar with crystal properties, an initial x-ray diffraction-raster control experiment can be useful for ascertaining the sensitivity of the system.
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High-Performance Computing Software to Improve Beamline and Accelerator Efficiency

Software has become ubiquitous in the operation of synchrotron facilities such as the APS. Through both improvements in existing software applications and the development of new software applications, the APS can realize efficiencies on par with conventional infrastructure improvements.

The AES Software Services Group (AES-SSG) is engaging the power of high-performance computing (HPC) by developing scientific software applications that have helped improve the efficiency of both APS beamlines and the APS accelerator.

Big-Data Analysis for 8-ID-I

Low latency between data acquisition and analysis is of critical importance to any experiment. The combination of a faster parallel algorithm and a data pipeline for connecting disparate components (detectors, computing resources, file formats) enables us to greatly enhance the operational efficiency of the x-ray photon correlation spectroscopy (XPCS) experiment facility at the APS (Fig. 1).

The workflow starts with raw data (120 MB/s) streaming directly from a detector, through an on-the-fly firmware discriminator, to the Hadoop Distributed File System (HDFS) in a structured HDF5 file. The user then triggers the MapReduce-based parallel analysis on the 96-core APS computing cluster. Provenance information and reduced results are added to the original HDF5 file. Finally, the data pipeline triggers software for visualizing the data (Fig. 2).

The whole process is completed shortly after data acquisition — a significant improvement over the previous setup. The faster turnaround time helps scientists make near-real-time adjustments to their experiments. The system is in production use for almost 100% of users at the XSD 8-ID-I beamline. It performs approximately 50 times faster than a serial implementation.

Experiment Planning for Microscopy

Appropriate experiment planning is also of importance to APS experiments. uProbeX is a software tool that allows users and beamline staff to more easily plan and perform x-ray microscopy experiments on micro- and nano- fluorescence x-ray microscopes at the APS (Fig. 3).
First, an overview image is collected on a light microscope as a mosaic of smaller images. uProbeX reads this mosaic and displays the image along with the coordinates on the light microscope. To calibrate the system, users select calibration points on a known visible light image, and enter corresponding x-ray microscope coordinates. Users can then draw regions over which to perform x-ray microscope scans.

This open-source tool is used regularly at the XSD 2-ID-B, 2-ID-D, and 2-ID-E fluorescence beamlines, and saves users 10% to 20% of their beam time in the case of conventional experiments, and up to 30% for more challenging experiments.

**Time-Correlated Data Acquisition System**

In order to support the commissioning of the multi-bend achromat lattice (MBA) for the proposed APS Upgrade, current accelerator machine studies, and ongoing high availability of x-rays from APS accelerator operations, a system-wide data acquisition system is being developed and deployed that can provide continuous performance monitoring, postmortem fault analysis, and abnormal condition detection.

The system captures synchronously sampled, time-correlated data from several critical subsystems, such as turn-by-turn beam position monitor values, storage ring radio-frequency (rf) cavity field measurements, fast injection kickers, beam diagnostics, and power supply readbacks. Data is acquired from multiple subsystems and correlated within 3.6 µs (turn-by-turn rate). This ensures scalability so that additional components may be easily added for monitoring by using commodity software message queue systems to aggregate data from sources and redistribute data to interested client applications.

Currently, two Data Acquisition “front-ends” are deployed that capture more than 2500 signals from the APS real-time feedback system and the storage ring rf cavities. These have been used for studying alternative feedback algorithms for use by the APS Upgrade. The system allows continuous data capture for long periods of time at the full sample rate, a capability not previously available, giving researchers an understanding of accelerator performance over long periods of time.
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The XPCS computing system was developed, and is supported and maintained by AES-SSG in collaboration with Suresh Narayanan (XSD Time Resolved Research Group) and Tim Madden (XSD Detectors Group) with funding from the U.S. Department of Energy (DOE) Office of Science under Contract No. DE-AC02-06CH11357. The Time-correlated Data Acquisition System was developed by Sinisa Veseli (AES-SSG) and Ned Arnold (AES Technical Support Services Group) in collaboration with John Carwardine (APS-U), Nick Sereno (ASD Diagnostics Group), and Vadim Sajaev (ASD Accelerator Operations and Physics Group) with funding from the U.S. DOE Office of Science under Contract No. DE-AC02-06CH11.
The future advent of new storage rings with ultra-low-emittance [1], which includes the proposed multi-bend achromat upgrade of the APS, will enable new fields of research as well as capabilities not feasible with existing light sources. These new capabilities will require beamlines that can preserve the x-ray beam coherence. This in turn demands efficient tools capable of simulating the expected beamline performance including the effects of diffraction and imperfections on the optical elements so that experiment designers have near-real-world data from which to work. For this purpose, we have developed HYBRID [2,3], a very fast simulation tool to evaluate beamline performance and determine the specifications required from the optical elements. HYBRID can simulate the performance of beamlines when illuminated with coherent, partially coherent, and incoherent x-rays.

HYBRID simulates the geometric effects of the optical components (focusing, defocusing, or collimating) and apertures (losses) by means of ray-tracing, where their diffraction contributions due to mirror sizes or apertures are calculated independently for each element using wavefront propagation. The results from the diffraction contribution of an element are integrated into the ray-tracing results by numerical convolution and ray re-sampling. An entire beamline can be simulated by iteratively applying this procedure. The HYBRID code uses SHADOW [4] as the ray-tracing program thanks to its popularity in the synchrotron radiation community. The wavefront propagation part uses the fast Fourier transform-based algorithm for its calculation speed. The HYBRID code is incorporated in the SHADOWVUI distribution [3,4].

HYBRID was benchmarked against the multi-electron SRW.
A new transition-edge superconducting (TES) detector designed to overcome the challenges associated with measurements of collective electron behavior in correlated electron systems has been developed for the XSD Intermediate Energy X-ray (IEX) beamline 29-ID of the APS. The new detector was designed and built by the Quantum Devices Group at the National Institute of Standards and Technology (NIST) at Boulder, CO, for the IEX beamline and in collaboration with Peter Abbamonte, of the University of Illinois at Urbana-Champaign, and at the time of writing is being characterized as part of the IEX commissioning activities.

Electrons near the Fermi level determine the macroscopic properties of a material. These include electronic properties (is the material a metal, insulator, semiconductor, or superconductor); thermal properties; magnetism; and even physical properties such as color. Understanding the nature of these electrons, particularly their collective behavior, not only gives us a deeper understanding of the physics that govern the world around us but enables us to design materials with very specific properties for any number of applications.

One way to investigate these interactions is by utilizing x-rays via resonant soft x-ray scattering (RSXS, Fig. 1), which marries x-ray spectroscopy and x-ray diffraction and provides a direct probe of the real-space ordering of charge, spin, and orbital degrees of freedom carried by electrons near the Fermi level. This is done by tuning the incident x-ray beam to a specific absorption edge, exciting a core-level electron into the conduction band, and then measuring the emitted x-rays that are produced as the system decays back into the ground state. By scanning the photon energy and polarization, we are able to probe the electronic structure with not only elemental specificity, but (utilizing the dipole selection rules) directly scatter from collective charge, orbital and spin ordered states. Traditionally, these x-rays are measured with non-energy-resolving detectors such as a photodiode or an area detector like a charge-coupled device. Even though there is a significant signal enhancement at resonance, this signal can sit on a broad fluorescence background.

In order to overcome these challenges, the new detector utilizes microcalorimetry to measure the energy of the emitted photon with eV resolution, by measuring the change in temperature of the detector. The quantum efficiency of the TES detector is ten times better than that of soft x-ray grating spectrometers. Each of the detector’s 240, 105-µm x 85-µm pixels is made of a superconducting thin film (a 300-nm-thick copper/molybdenum bilayer) cooled to 100 mK and held in its superconducting-to-normal-metal transition via a voltage bias. A 2-µm-thick bismuth film on each pixel serves as an absorber and ensures high quantum efficiency. The energy of an incoming x-ray is converted entirely to heat in the absorber, causing a small increase in the temperature of the film but (due to the sharp superconducting phase transition) also causing a large increase in the film’s resistance. The resulting pulsed decrease in the film current is measured by a superconducting quantum interference device (SQUID) ammeter; the SQUID readout is multiplexed into only eight output amplifier channels. Each detector pixel can receive several hundred x-ray counts per second, and achieve an energy resolution of about 1 eV in the sub-keV energy range of interest.

As an imaging detector with energy resolution that was previously available only in a grating spectrometer, the TES-array detector represents a new tool.
To gather data about the universe they study, scientists need tools to see in ways that go beyond the powers of human sight. The crude optical microscopes and x-ray tubes of the past could see only dimly and imperfectly compared to the modern instruments that scientists use to probe inorganic and organic matter from its outside veneer down to the level of individual atoms. The current generation of x-ray synchrotron facilities boasts a dazzling array of instruments, detectors, and techniques of exquisite sensitivity and capacities, and the next generation promises to increase those capabilities by orders of magnitude.

It all sounds like an indisputably positive state of affairs, but ironically, there is a down side. As our scientific tools become ever more sensitive and powerful, able to gather ever increasing amounts of raw data, the need to process and analyze all that data also increases exponentially. The ubiquitous digitization of scientific data does not help the problem: while digitization makes it easier than ever to collect and store information, it has also led to proliferation of different and not always compatible software and computing resources among different research facilities. As new synchrotron facilities come online, this dilemma will only increase.

To tame this ever-growing tsunami of data, a team of researchers at the APS is developing a collaborative framework for the analysis, processing, and reconstruction of tomographic datasets from diverse synchrotron sources. Based on the Python programming language, the TomoPy platform is intended to provide a common means for researchers to share, integrate, and use data collected at different facilities.

Along with the growing number of synchrotron x-ray sources inevitably comes a somewhat greater diversity in methods and techniques. Facilities naturally tend to rely upon and use data analysis tools and software they have developed with an eye to the specific characteristics and capabilities of their own instruments. But these may not be quite fully compatible with software used at other locations when attempting to share or integrate datasets and results. There is also a growing need for the flexibility of doing data processing either in real time at the synchrotron site or at other times at off-site locales. TomoPy addresses all of these issues and others by utilizing a modular approach that manages to be both general enough to work for various sites and flexible enough to be adaptable for local site preferences and needs.

The team demonstrated the utility of the TomoPy model by showing how the process of tomographic data analysis can be divided into a series of sequential steps, grouping or “modularizing” them into a chain of related major tasks that can be branched off into sub-tasks specific to particular tomographic types, such as x-ray transmission tomography, x-ray fluorescence microscopy, or x-ray diffraction tomography. As an example, the researchers examine how x-ray transmission data passes through the TomoPy framework from acquisition to final image display.

The first main module in the TomoPy model is pre-processing, involving matters such as data normalization of raw data (e.g., dark-field and white-field adjustments, artifact removal, compensating for insufficient field of view). Next comes reconstruction, in which the raw corrected data is mapped into image space. TomoPy uses the Fourier-based Gridrec method by default for this task, chiefly for its computational speed. However, the TomoPy reconstruction module can also...

Fig. 1. Comparison of filtered back-projection (FBP) and penalized maximum likelihood (PML) reconstructions of a cathode electrode sample using 720 and 90 projections.

"Tsunami" cont’d on page 177
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(Synchrotron Radiation Workshop) [5] and ray-tracing using the technical specifications for the In Situ Nanoprobe (ISN) [6] beamline, which was designed with the current APS parameters as one part of a proposed APS beamline upgrade. The modeled comparisons were carried out in the horizontal direction since the beam can be tuned from diffraction limited (fully coherent) to partially coherent by adjusting the size of an aperture (BDA). The design source of this beamline is a 2.4-m-long APS undulator A with a period of 3.3 cm tuned to the first harmonic energy at 10 keV. The total horizontal beam size and divergence used in the ray-tracing are $\Sigma_x = 274$ μm and $\Sigma_y = 12.4$ μrad. A schematic layout of the In Situ Nanoprobe beamline along the horizontal direction is shown in Fig. 1. The horizontal Kirkpatrick-Baez mirror (HKB), which images the BDA at the sample position, is a 60-mm-long elliptical cylinder with a 2.5-mrad grazing angle. A r.m.s. figure error of 2.3 nm was assumed in the calculations.

Figure 2 presents the simulation results of the horizontal spot size at the focal plane using HYBRID (black solid lines), the multi-electron SRW (red dashed lines), and the SHADOW ray-tracing (blue dotted lines) with different BDA sizes. The figures on the left are without (and the figures on the right, with) the assumed mirror figure errors. When the size of the BDA is limited to 10.5 μm [cf. Fig. 2(a, b)], the HKB is coherently illuminated and the beam size is dominated by diffraction. A very good agreement is found in this case between HYBRID and SRW. The ray-tracing calculation fails since it excludes the diffraction from both the finite size of the BDA and the acceptance of the HKB. In the partially coherent cases, BDA 21 and 42 μm [cf. Fig. 2(c-f)] there is a satisfactory agreement between HYBRID and the SRW results. The SHADOW result is again deviating largely from the other two methods. For a BDA of 84 μm [cf. Fig. 2(g, h)], the beam can be considered completely incoherent and in the geometrical optics regime. HYBRID and multi-electron SRW results are alike and are very similar to the SHADOW results.

The main advantage of HYBRID is its speed, making it an excellent tool for beamline design and optimization. Further improvement of HYBRID will include the implementation of better models to represent the source and its coherence properties.

Contact: Xianbo Shi (xshi@aps.anl.gov), Ruben Reininger (reininger@aps.anl.gov)

REFERENCES
4. http://www.esrf.eu/home/Instrumenta-
tion/software/data-analysis/xop2.4/shad-

owui.html
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paradigm in RSXS measurements. Not only will users be able to probe the electronic structure with elemental specificity and directly couple to specific orbitals or spin states via the dipole selection rules as with traditional RSXS measurements, but they can further discriminate resonant, elastic emission from the inelastic background, revealing electronic ordering in complex materials even when only a small fraction of the valence electrons are involved.

Contact: Jessica McChesney (jmchesny@aps.anl.gov), Peter Abbamonte (abbamont@illinois.edu), Daniel Swetz (daniel.swetz@nist.gov)

This research used resources of the Advanced Photon Source, a U.S. Department of Energy (DOE) Office of Science User Facility operated for the DOE Office of Science by Argonne National Laboratory under Contract No. DE-AC02-06CH11357 and has been supported, in part, by DOE grant # DE-FG02-06ER46285 through the University of Illinois at Urbana-Champaign.
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employ iterative model-based inversion techniques, which can be useful particularly in cases where few projections are available or the data is of low signal-to-noise ratio. The final post-processing module of TomoPy allows for whatever further processing or imaging steps may be needed or desired, including region segmentation or quantitative analysis of the images (Fig. 1).

The modular strategy of TomoPy allows processing methods that are common across different tomographic techniques to be efficiently shared and executed concurrently and in parallel by multiple processor cores, saving time and using available computer resources to their best capabilities. The TomoPy framework is open-source and designed to be platform- and data-format independent, and while presently implemented for CPU and GPU computing, can easily be integrated with large scale computing facilities.

As our scientific instruments continue to become ever more powerful, the TomoPy framework is intended to unify and streamline the analysis and sharing of the harvest of data they provide. By taking advantage of faster and more efficient computing technology, increasingly sophisticated software, and the collaboration of physicists and mathematicians to create new mathematical methods, the designers of TomoPy hope to enhance the ability of scientists to use their ever-improving tools to their ultimate capacities.

— Mark Wolverton
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Three macromolecular crystallography (MX) beamlines at the APS have recently implemented new state-of-the-art detectors.

At the GM/CA-XSD beamline 23-ID-D, a Pilatus3 6M with a high-efficiency, 1000-µm-thick sensor (DECTRIS Ltd., Baden, Switzerland) was installed in January 2014.

At SER-CAT beamline 22-ID, an MX300HS charge-coupled device (CCD) detector (Rayonix, L.L.C.; Evanston, IL) was installed in February 2014.

BioCARS received an MX340-HS CCD detector (Rayonix, L.L.C.; Evanston, IL) at the end of February 2014; it was installed on their 14-ID-B beamline.

Two other beamlines at the APS already have Pilatus detectors: IMCA-CAT has a Pilatus 6M on their 17-ID-B beamline, and NE-CAT has a Pilatus-F 6M on their 24-ID-E beamline. The newest detectors employ advanced technologies providing even higher frame rates, count rates (Pilatus 3) and dynamic range.

These high-frame-rate detectors have enabled increased throughput and several new capabilities including shutterless data collection, rastering (grid search), and collection along a vector (helical). Many users now bring to the beamlines sample mounting loops that contain one or more microcrystals crystals grown in the lipidic cubic phase (LCP), which are difficult to visualize due to the high opacity of the LCP medium. Shutterless rastering will significantly reduce the time—from several minutes to a few seconds—needed to screen the sample mount, locate microcrystals, and ascertain their quality. The low electronic read-out noise and high dynamic range are ideal for studying the structure of membrane proteins and protein complexes, which tend to form small, weakly scattering crystals. The short read-out time allows for efficient employment of fine phi slicing to improve data quality by reducing the amount of background in a frame relative to the Bragg diffraction intensity. The combination of a high degree of automation and high-intensity, micron-sized beams allows users to rapidly screen many samples.

Contact: v-srajer@uchicago.edu (BioCARS), rfischetti@anl.gov (GM/CA-XSD), keefe@anl.gov (IMCA-CAT), chrzas@anl.gov (SER-CAT), rajashankar@anl.gov (NE-CAT)
A NEW TXM INSTRUMENT TO ADDRESS FUTURE CHALLENGES IN NANOSCIENCE AT THE APS

A new dedicated transmission x-ray microscope (TXM) at Sector 32 of the APS was commissioned in 2014 and made available for general-user operations, replacing a former first-generation commercial system.

The new instrument, situated in the 32-ID-C research station, provides superior analytical imaging performance and in situ capabilities. It was developed to explore and better understand nanomaterials in the fields of energy storage, microelectronics, and nanoporous materials functions as well as the life, earth, and environmental sciences.

The analytical techniques currently available include absorption, Zernike-type phase contrast, and x-ray absorption near edge structure (XANES) tomography.

One of the key design features of the new TXM is the ability to perform routine operations with a spatial resolution of 20 nm, making this instrument the highest resolution hard x-ray full-field imaging system at the APS. The energy range has also been expanded. The TXM, equipped with an undulator and a fixed exit double-crystal monochromator (Si 111), now operates from 6 keV to more than 25 keV, but the objective zone plates are optimized for 8 keV. The low-energy limit will be pushed below 5 keV, enabling, for instance, spectroscopy at the Fe K-edge.

The available set of optics provides fields of view ranging from 100 µm to 20 µm with spatial resolutions of 60 nm and 20 nm. The Fresnel zone plate geometry also offers working distances from 20 mm to 70 mm, allowing the TXM to accommodate a variety of sample environments.

Electrical and high-pressure fluid feed-throughs were integrated into a high-accuracy, air-bearing rotary stage to facilitate a wide range of in situ environmental controls, including temperature, pressure, and chemical bath without affecting the three-dimensional nano-computed tomography imaging performance.

The instrument is supported by several key R&D activities at the APS, such as the fabrication of new zone plates in the framework of the proposed multibend achromat lattice upgrade of the APS. A more complete set of zone plates, which will provide a broader range of spatial resolution as well as a 16-nm Δr zone plate, are in production. The TXM will directly benefit from these R&D programs by achieving 10-nm spatial resolution and a higher efficiency at high energy (> 20 keV), which will enable tomography of denser materials within the next three years. Additional upgrades are planned for 2015.

The TXM is also the centerpiece for a program focusing on scientific software development of methods for merging multilength scale and multi-modality data. The outcome of this activity is the software framework called TomoPy (www.aps.anl.gov/tomopy/) an open-source Python-based toolbox for the analysis of synchrotron tomographic data that has the goal of unifying the effort of different facilities and beamlines performing similar tasks (see page 176).

Contacts: Vincent De Andrade (vdeandrade@aps.anl.gov), Francesco De Carlo (decarlo@aps.anl.gov)
A prototype revolver undulator was installed at Sector 35 of the APS during the January 2015 shutdown. This insertion device will provide the new Dynamic Compression Sector (DCS) with the benefits of two undulators in the space of one.

In a matter of minutes, the active undulator magnet structure can be switched between a 3.3-cm period and a 2.7-cm period. This arrangement allows higher x-ray brightness and flux over a broader energy range than could be achieved with a single conventional undulator.

The installation was the culmination of a multi-year Argonne Directed Research and Development (LDRD) program carried out by the Magnetic Devices Group in ASD to develop a robust revolver undulator platform for near-term use at the APS. The platform is also expected to be further developed in conjunction with a future upgrade of the APS.

The demands for precise, fail-safe positioning of powerful undulator magnetic arrays, in close proximity to the vacuum chambers that house the electron beam, must be met by all of the APS undulators. But the revolver undulator must also precisely index the two sets of magnetic arrays, and be safeguarded against more complex failure modes. Toward this end, the revolver undulator uses the well-proven gap separation mechanism of the most-recent 33 APS undulators, and applies the same interlock and control scheme to the revolver mechanisms. The use of this gap separation mechanism also allows future repurposing of these mechanisms as revolver undulators.

The revolver undulator installed at Sector 35 is the final prototype of the revolver undulator LDRD program, and benefits from post-LDRD development primarily focused on control software. The first “production” revolver undulator is undergoing assembly at the APS, with installation at Sector 35 planned for May 2015. That device uses 3.0-cm period and 2.7-cm period magnet structures.

The new revolver undulator can accommodate undulator magnet structures up to 2.4-m long. Any combination of the APS-designed undulator magnet structures, from 1.72-cm to 3.6-cm periods can be used. All of the functions of the conventional undulator are retained, including gap tapering. The revolver undulator is compatible with all of the APS insertion device vacuum chambers, but requires the insertion device vacuum chamber support stands to be retrofitted to a new design.

Contact: Efim Gluskin (gluskin@aps.anl.gov), John Grimmer (grimmer@aps.anl.gov)

The DCS Project is funded by the DOE/National Nuclear Security Administration (NNSA) and is being carried out by the APS DCS project team. Washington State University, with funding by NNSA, leads the effort to develop the DCS experimental program and build the instrumentation in collaboration with the APS, DOE/NNSA national laboratories (Los Alamos, Livermore, and Sandia); Department of Defense laboratories, including the Army Research Laboratory and the Naval Research Laboratory; and academic institutions.
Kim of ASD Awarded 2014 Wilson Prize for Achievement in Physics of Particle Accelerators

Kwang-Je Kim of ASD was named the recipient of the 2014 Robert R. Wilson Prize for Achievement in the Physics of Particle Accelerators. Kim was cited for “his pioneering theoretical work in synchrotron radiation and free electron lasers [FELs] that laid the foundation for both third and fourth generation x-ray sources.” The annual Wilson Prize was established in 1986 by friends of the late Robert R. Wilson, founding Director of Fermilab, and by the Division of Particles and Fields and the Division of Physics of Beams of the American Physical Society to recognize and encourage outstanding achievement in the physics of particle accelerators. As noted on the Wilson Prize website, Kim made pioneering theoretical contributions to the understanding of photocathode electron guns, synchrotron radiation, and FELs. In synchrotron radiation, he developed a method to compute the brightness of partially coherent beams. This has become more important as light sources have become brighter and moved closer to the diffraction limit. He advanced the method of analyzing high-gain x-ray FELs and self-amplified spontaneous emission from 1D to 3D so that a reliable prediction of the performance of practical devices can be made. Recently, he has revived the idea of an x-ray FEL in oscillator configuration employing Bragg crystals as x-ray cavity mirrors, showing that it could be a source of fully coherent x-ray pulses with extremely high spectral purity. Contact: kwangje@aps.anl.gov

ACS Division of Energy and Fuels 2014 Distinguished Service Award to Winans of XSD

The 2014 American Chemical Society Division of Energy & Fuels Distinguished Service Award was presented to Randy Winans of XSD. Winans has spent his entire career at Argonne National Laboratory where he led programs that have had a great impact on energy and fuels research, including as head of the Heavy Hydrocarbon Group in the Argonne Chemistry Division and Director of the Basic Energy Sciences Synchrotron Radiation Center at the APS. He now heads the Chemical & Materials Science Group in XSD. His major research accomplishments include developing and applying methods to understand the fundamental chemistry of complex disordered systems such as catalysts, coals, heavy petroleum, oil shale, and carbons. He combines chemistry with characterization techniques including mass spectrometry, nuclear magnetic resonance, and small-angle x-ray scattering and spectroscopy. Contact: rewinans@anl.gov

John Freeland of XSD Named an American Physical Society Fellow

John W. Freeland, physicist with the XSD Magnetic Materials Group, has been named a Fellow of the American Physical Society by the Division of Condensed Matter Physics. He was cited “for development and use of new x-ray techniques to understand chemical, structural, electronic, and magnetic features at oxide interfaces.” Freeland’s research interests include understanding the physics behind phase transitions in novel oxide systems (e.g., metal to insulator transitions, spin state transitions, multiferroics, etc.); emergent states at the interface between dissimilar complex oxides; and the effect of confinement on the ground-state of complex oxides. In 2014, Freeland became a co-principal investigator (PI) of a DOE-funded team to explore how to efficiently control the states of matter in designer materials on ultrafast time scales. He is also a co-PI for the Indo-US Virtual Research Center funded by the Indo-US Science and Technology Forum to advance understanding of the physics of nickelates in both bulk and heterostructure form. Contact: freeland@anl.gov

Borland of the ASD Named an Argonne Distinguished Fellow

Michael Borland, Associate Division Director of ASD, is one of four Argonne scientists named as Argonne Distinguished Fellows for 2014, the Laboratory’s highest scientific and engineering rank. The Argonne Distinguished Fellow title is comparable in stature to an endowed chair at a top-ranked university and recognizes exceptional contributions in a person’s field. The rank is given for sustained outstanding scientific and engineering research and can also be associated with outstanding technical leadership of major, complex, high-priority projects. Borland’s best-known work, named “ELEGANT,” is an accelerator simulation code that provides physicists world-wide with a flexible tool to design and understand linear accelerators and storage rings. ELEGANT, the primary tool at the APS for accelerator design and simulation, was used to develop the present APS storage ring low-emittance lattice (the configuration of magnet strengths) and played an essential role in the development of top-up mode at the APS. ELEGANT is also used to design and understand free-electron lasers (FELs), including the world’s first hard x-ray FEL, the Linac Coherent Light Source at the SLAC National Accelerator Laboratory. Contact: borland@aps.anl.gov
Around the APS: Conferences & Workshops

SAXS Software Packages Irena and Nika 2014 Courses • May 1-9 (above) and 15-16, September 18-19 • The APS small-angle scattering (SAXS) special interest group organized these hands-on courses specifically on the SAXS software Nika and Irena. The courses included installation of the Igor Pro, and Irena and Nika packages on users’ computers; data reduction using Nika as an example of SAXS data including calibration, mask design, and necessary corrections; examples of transmission and grazing incidence data; data analysis using Irena (all steps necessary); presentation and hands-on education for the use of Irena tools (unified fit, size distribution, modeling, analytical models, small-angle diffraction, etc.); explanation of advanced support tools such as the scripting tool; and discussion and help with reduction of users’ data. Contact: ilavsky@aps.anl.gov

National School on Neutron and X-ray Scattering • June 14–28 • The main purpose of the National School on Neutron and X-ray Scattering is to educate graduate students on the utilization of major neutron and x-ray facilities. Lectures, presented by researchers from academia, industry, and national laboratories, include basic tutorials on the principles of scattering theory and the characteristics of the sources, as well as seminars on the application of scattering methods to a variety of scientific subjects. Students conduct short experiments at Argonne’s APS and Oak Ridge’s Spallation Neutron Source and High Flux Isotope Reactor facilities to provide hands-on experience for using synchrotron and neutron sources. The target audience is graduate students attending North American universities majoring in physics, chemistry, materials science, or related fields. The school is jointly conducted by Argonne's Communications, Education and Public Affairs Division; Materials Science Division; and the APS; and Oak Ridge National Laboratory's Biology and Soft Matter, Chemical and Engineering Materials, and Condensed Matter divisions. Contact: nxschool@dep.anl.gov

Synchrotron Environmental Science VI • September 11–12 • Hosted by GSECSARS, SES-VI brought together and promoted dialogue between synchrotron science experts and environmental science experts. Building on the recent excitement of science that would be enabled by diffraction limited x-ray sources, as well as by free-electron laser x-ray sources, the emphasis of the meeting was on identification of new opportunities in environmental science afforded by new or soon-to-be-available x-ray sources. 110 individuals attended the conference, which included presentations from synchrotron scientists describing the projected qualities of these new sources (x-ray spot and/or illumination size, coherence/spectral qualities, timing capabilities, etc.). Also included were presentations from scientists who have used synchrotron radiation sources in their environmental science research describing their work and their vision for how these new sources will benefit their research in the future. Contact: lanzio@uchicago.edu, sutton@cars.uchicago.edu, vdeandrade@aps.anl.gov, kemner@anl.gov

Workshop on High-Pressure Time-Resolved Synchrotron Techniques 2014 • September 25-27 • HP-CAT presented a two-and-a-half day workshop dedicated to time-resolved x-ray scattering techniques. Ideas were exchanged through invited and contributed talks, discussion periods, and an evening poster session for a diverse group of researchers in high-pressure and time-resolved techniques, with a significant number of young researchers attending. The workshop purpose and goals were to introduce time-resolved apparatus and techniques currently available at HP-CAT and other synchrotron facilities; present the results of time-resolved high-pressure research carried out at HP-CAT and other facilities; motivate students and early career researchers to pursue time-resolved research programs; demonstrate available facilities and software during hands-on practical sessions; identify scientific goals and associated technical challenges for future time-resolved studies; and anticipate the expanded scope of time-resolved high-pressure research that could be enabled by the proposed APS upgrade. Contact: HPTRWkshop2014@hpcat.aps.anl.gov
Mineral Physics Planning Workshop • October 10-12 • Hosted by GSECARS, the purpose of the Chicago workshop was to identify the most important challenges and opportunities in the discipline, review the main science drivers, and formulate a strategic roadmap for the next decade. Particular emphasis was placed on the possible role emerging new technologies (e.g., experimental, cyberinfrastructure, etc.) play in furthering understanding of planetary interiors and high-pressure phenomena. Similar to the two previous long-range planning workshops, the goal of the Chicago workshop was to produce a written "Mineral Physics Long Range Vision Report," following the examples of the 2003 "Bass Report" and 2009 "Williams Report," which will then be distributed throughout the community and to the funding agencies. Contact: dweidner@notes.cc.sunysb.edu, pdera@hawaii.edu

Nuclear Resonant Scattering Workshop • November 7-9 • This workshop was organized as part of the COMPRES Education, Outreach and Infrastructure Development programs to promote the application of the state-of-the-art nuclear resonant scattering (NRS) techniques forcharacterizing the properties of materials under the high P-T conditions of planetary interiors. Two NRS techniques, synchrotron Mössbauer spectroscopy (SMS) and nuclear resonant inelastic X-ray scattering (NRIXS), were covered. Synchrotron Mössbauer spectroscopy provides information on magnetic properties and valence state in minerals containing Fe and other resonant isotopes (Sn, Eu, Dy, and Kr); NRIXS gives phonon density-of-state, and therefore information on vibration and elastic properties. The workshop offered an introduction to SMS and NRIXS techniques and beamline instrumentation; introduced CONUSS, PHOENIX, and SciPhon for data evaluation; provided hands-on training in the use of CONUSS, PHOENIX, and SciPhon; addressed common issues that users confront; and discussed recently added features to the new version of the software. Contact: wbi@aps.anl.gov

4th Diffraction Limited Storage Ring Workshop • November 19-21 • Synchrotron facilities around the world are developing plans for multi-bend achromat (MBA) storage rings that will push the performance of high-energy storage rings toward the diffraction limit in the hard X-ray regime. The very low electron-beam emittances made possible by these facilities will enable dramatic improvements in many areas of x-ray science, especially for experiments that directly use x-ray coherence. This workshop addressed both accelerator and beamline technical challenges associated with the design, construction, commissioning, and operation of fourth-generation storage rings enabled by MBA lattices. Contact: dwilkin@aps.anl.gov

School for Synchrotron Crystallography: Introduction and Experimental Methods • December 3-6 • On December 3-6, 2014, ChemMatCARS hosted a three-day (including a 16-hour hands-on session) school for synchrotron crystallography. The school was attended by 26 participants from 6 countries, among them graduate students, postdocs, crystallographic staff, and faculty. The program included a series of lectures given by eight speakers who are leaders in the field of synchrotron-based crystallography, as well as 16 hours of hands-on sessions aimed at introducing the participants to synchrotron-based, single-crystal x-ray diffraction techniques. A primary goal of the school was to give students and postdocs a realistic inside look at synchrotron research early in their careers. The school was sponsored by Bruker and ChemMatCARS. Contact: Charles.Campana@bruker-axs.com, yschen@cars.uchicago.edu, mpink@indiana.edu
In fiscal year 2014*, the APS x-ray source continued to function as a highly reliable delivery system for synchrotron x-ray beams for research. Several factors support the overall growth in both the APS user community and the number of experiments carried out by that community. But there is a direct correlation between the number of x-ray hours available to users; the success of the APS experiment program; and the physicists, engineers, and technicians responsible for achieving and maintaining optimum x-ray source performance. Below are definitions of important measures for the delivery of x-ray beam to users (latest data shown graphically).

Storage Ring Reliability: A measure of the mean time between beam losses (faults), or MTBF, calculated by taking the delivered beam and dividing by the total number of faults. The APS targets, and routinely exceeds, 70 h MTBF. A fault is defined as complete unavailability of beam either via beam loss or removal of shutter permit not related to weather. A fault also occurs when beam has decayed to the point where stability and orbit can no longer be considered reliable. At the APS, this threshold is 50 mA.

X-ray Availability: The number of hours that the beam is available to the users divided by the number of hours of scheduled beam delivery prior to the beginning of a run. The specific definition of available beam is that the APS Main Control Room has granted permission to the users to open their shutters, and there is more than 50-mA stored beam in the storage ring.

* While the highlights in, and title of, this report cover calendar year 2014, data on accelerator performance and user statistics are measured on the basis of fiscal years.
LINAC
Output energy 375 MeV
Maximum energy 450 MeV
Output beam charge 1–3 nC
Normalized emittance 10–20 mm-mrad
Frequency 2.856 GHz
Modulator pulse rep rate 30 Hz
Gun rep rate 2–12 Hz
(1–6 pulses, 33.3 ms apart every 0.5 s)
Beam pulse length 8–15 ns
Bunch length 1–10 ps FWHM

PARTICLE ACCUMULATOR RING
Nominal energy 375 MeV
Maximum energy 450 MeV
Circumference 30.66 m
Cycle time 500 ms
Fundamental radio frequency (RF1) 9.77 MHz
12th harmonic RF frequency (RF12) 117.3 MHz
RMS bunch length 0.34 ns
(after compression)

INJECTOR SYNCHROTRON (BOOSTER)
Nominal extraction energy 7.0 GeV
Injection energy 375 MeV
Circumference 368.0 m
Lattice structure 10 FODO cells/quadrant
Ramping rep rate 2 Hz
Natural emittance 69 nm-rad (actual)
92 nm-rad (nominal)
Radio frequency 351.930 MHz

STORAGE RING SYSTEM
Nominal energy 7.0 GeV
Circumference 1104 m
Number of sectors 40
Length available for insertion device 5.0 m
Nominal circulating current, multibunch 100 mA
Natural emittance 2.5 nm-rad
RMS momentum spread 0.096%
Effective emittance 3.1 nm-rad
Vertical emittance 0.040 nm-rad
Coupling 1.5%
Revolution frequency 271.554 kHz
Radio frequency 351.930 MHz
Number of bunches 24 to 1296
Time between bunches 153 to 2.8 ns
RMS bunch length 40 ps to 22 ps
RMS bunch length of 16 mA in hybrid mode 50 ps

TYPICAL APS MACHINE PARAMETERS

Undulator A (28 insertion devices [IDs])
Length: 2.3 m in sectors 16, 21, 23, 24, 34; 2.3 m in Sector 6;
2.4 m in others
Minimum gap: 10.5 mm
B_{\text{max}}/K_{\text{max}}: 0.892 T/2.75 (effective; at minimum gap)
Tuning range: 3.0–13.0 keV (1st harmonic)
3.0–45.0 keV (1st–5th harmonic)
On-axis brilliance at 7 keV (ph/s/mrad^2/mm^2/0.1%bw):
4.1 x 10^19 (2.4 m), 4.0 x 10^19 (2.3 m), 3.3 x 10^19 (2.1 m)
Source size and divergence at 8 keV:
\Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m
\Sigma_x: 12.7 \mu rad (2.4 m), 12.8 \mu rad (2.3 m), 12.9 \mu rad (2.1 m)
\Sigma_y: 6.7 \mu rad (2.4 m), 6.8 \mu rad (2.3 m), 7.1 \mu rad (2.1 m)

2.30-cm Undulator (3 IDs in sectors 1, 11, 14)
Length: 2.30 cm
Maximum gap: 10.5 mm
B_{\text{max}}/K_{\text{max}}: 0.558 T/1.20 (effective; at minimum gap)
Tuning range: 11.8–20.0 keV (1st harmonic)
11.8–70.0 keV (1st–5th harmonic, non-contiguous)
On-axis brilliance at 12 keV (ph/s/mrad^2/mm^2/0.1%bw): 6.9 x 10^19
Source size and divergence at 12 keV:
\Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m
\Sigma_x: 12.3 \mu rad \quad \Sigma_y: 5.9 \mu rad

2.70-cm Undulator (4 IDs in sectors 3, 12, 14)
Length: 2.70 cm
Maximum gap: 10.5 mm
B_{\text{max}}/K_{\text{max}}: 0.698 T/1.76 (effective; at minimum gap)
Tuning range: 6.7–16.0 keV (1st harmonic)
6.7–60.0 keV (1st–5th harmonic, non-contiguous)
On-axis brilliance at 8.5 keV (ph/s/mrad^2/mm^2/0.1%bw):
5.7 x 10^19 (2.4 m), 4.7 x 10^19 (2.1 m)
Source size and divergence at 8 keV:
\Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m
\Sigma_x: 12.7 \mu rad (2.4 m), 12.9 \mu rad (2.1 m)
\Sigma_y: 6.7 \mu rad (2.4 m), 7.1 \mu rad (2.1 m)

3.00-cm Undulator (8 IDs in sectors 12, 13, 16, 21, 23, 30, 34)
Length: 3.00 cm
Maximum gap: 10.5 mm
B_{\text{max}}/K_{\text{max}}: 0.787 T/2.20 (effective; at minimum gap)
Tuning range: 4.6–14.5 keV (1st harmonic)
4.6–50.0 keV (1st–5th harmonic)
On-axis brilliance at 8 keV (ph/s/mrad^2/mm^2/0.1%bw):
4.8 x 10^19 (2.4 m), 3.9 x 10^19 (2.1 m)
Source size and divergence at 8 keV:
\Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m
\Sigma_x: 12.7 \mu rad (2.4 m), 12.9 \mu rad (2.1 m)
\Sigma_y: 6.7 \mu rad (2.4 m), 7.1 \mu rad (2.1 m)
**APS Source Parameters**

### 3.50-cm SmCo Undulator (Sector 4)

**Period:** 3.50 cm  
**Length:** 2.4 m  
**Minimum gap:** 9.75 mm  
**B<sub>max</sub>/K<sub>max</sub>:** 0.918 T/3.00 (effective; at minimum gap)  
**Tuning range:** 2.4–12.5 keV (1st harmonic)  
2.4–42.0 keV (1st–5th harmonic)  
**On-axis brilliance at 7 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 3.7 x 10<sup>19</sup>  
**Source size and divergence at 8 keV:**  
\[ \Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m \]  
\[ \Sigma_x': 12.7 \mu rad \quad \Sigma_y': 6.7 \mu rad \]

### 3.60-cm Undulator (Sector 13)

**Period:** 3.60 cm  
**Length:** 2.1 m  
**Minimum gap:** 11.0 mm  
**B<sub>max</sub>/K<sub>max</sub>:** 0.936 T/3.15 (effective; at minimum gap)  
**Tuning range:** 2.2–11.8 keV (1st harmonic)  
2.2–40.0 keV (1st–5th harmonic)  
**On-axis brilliance at 6.5 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 2.8 x 10<sup>19</sup>  
**Source size and divergence at 8 keV:**  
\[ \Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m \]  
\[ \Sigma_x': 12.9 \mu rad \quad \Sigma_y': 7.1 \mu rad \]

### 5.50-cm Undulator (Sector 2)

**Period:** 5.50 cm  
**Length:** 2.4 m  
**Minimum gap:** 14.0 mm  
**B<sub>max</sub>/K<sub>max</sub>:** 0.965 T/4.96 (effective; at minimum gap)  
**Tuning range:** 0.64–7.0 keV (1st harmonic)  
0.64–25.0 keV (1st–5th harmonic)  
**On-axis brilliance at 4 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 1.7 x 10<sup>19</sup>  
**Source size and divergence at 4 keV:**  
\[ \Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m \]  
\[ \Sigma_x': 13.9 \mu rad \quad \Sigma_y': 8.8 \mu rad \]

### IEX 12.5-cm Quasi-Periodic Polarizing Undulator (Sector 29)

**Period:** 12.5 cm  
**Length:** 4.8 m  
**Circular polarization mode:**  
**Max. currents:** horizontal coils 34.4 A, vertical coils 20.7 A  
**K<sub>max</sub>:** 2.73 (effective; at max. currents)  
**B<sub>max</sub>:** 0.27 T (peak at max. currents)  
**Tuning range:** 0.44–3.5 keV (1st harmonic)  
**On-axis brilliance at 1.8 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 1.4 x 10<sup>19</sup>  
**Linear horizontal polarization mode:**  
**Max. current:** vertical coils 47.6 A  
**K<sub>max</sub>:** 5.39 (effective; at max. current)  
**B<sub>max</sub>:** 0.54 T (peak; at max. current)  
**Tuning range:** 0.24–3.5 keV (1st harmonic)  
0.24–11.0 keV (1st–5th harmonic)  
**On-axis brilliance at 2.1 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 1.1 x 10<sup>19</sup>  
**Linear vertical polarization mode:**  
**Max. current:** horizontal coils 50.3 A  
**K<sub>max</sub>:** 3.86 (effective; at max. current)  
**B<sub>max</sub>:** 0.37 T (peak; at max. current)  
**Tuning range:** 0.44–3.5 keV (1st harmonic)  
0.44–11.0 keV (1st–5th harmonic)  
**On-axis brilliance at 2.1 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 1.1 x 10<sup>19</sup>  
**Fast polarization switching not required**

**Source size and divergence at 2 keV:**  
\[ \Sigma_x: 276 \mu m \quad \Sigma_y: 13 \mu m \]  
\[ \Sigma_x': 13.9 \mu rad \quad \Sigma_y': 8.8 \mu rad \]

---

### 12.8-cm Circularly Polarizing Undulator (Sector 4)

**Period:** 12.8 cm  
**Length:** 2.1 m  
**Circular polarization mode:**  
**Max. currents:** horizontal coils 1.34 kA, vertical coils 0.40 kA  
**K<sub>max</sub>:** 2.85 (effective; at max. currents)  
**B<sub>max</sub>:** 0.30 T (peak; at max. currents)  
**Tuning range:** 0.72–3.0 keV (1st harmonic)  
0.72–10.0 keV (1st–5th harmonic)  
**On-axis brilliance at 2.1 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 2.3 x 10<sup>18</sup>  
**Linear horizontal polarization mode:**  
**Max. current:** vertical coils 0.40 kA  
**K<sub>max</sub>:** 3.23 (effective; at max. current)  
**B<sub>max</sub>:** 0.34 T (peak; at max. current)  
**Tuning range:** 0.58–3.0 keV (1st harmonic)  
0.58–10.0 keV (1st–5th harmonic)  
**On-axis brilliance at 2.1 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 2.3 x 10<sup>18</sup>  
**Switching frequency (limited by storage ring operation):** 0–0.5 Hz  
**Switching rise time:** 50 ms  
**Source size and divergence at 2 keV:**  
\[ \Sigma_x: 276 \mu m \quad \Sigma_y: 12 \mu m \]  
\[ \Sigma_x': 16.7 \mu rad \quad \Sigma_y': 12.7 \mu rad \]

### SCU0 Superconducting Undulator (Sector 6)

**Period:** 1.60 cm  
**Length:** 0.34 m  
**Gap:** 9.5 mm (fixed)  
**Max. current:** 650 A  
**B<sub>max</sub>/K<sub>max</sub>:** 0.774 T/1.15 (effective; at maximum current)  
**Tuning range:** 17.5–26 keV (1st harmonic)  
17.5–100.0 keV (1st–5th harmonic, non-contiguous)  
**On-axis brilliance at 87.5 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 5.3 x 10<sup>17</sup>  
**Source size and divergence at 87.5 keV:**  
\[ \Sigma_x: 276 \mu m \quad \Sigma_y: 11 \mu m \]  
\[ \Sigma_x': 12.3 \mu rad \quad \Sigma_y': 5.8 \mu rad \]

### APS Bending Magnet

**Critical energy:** 19.51 keV  
**Energy range:** 1–100 keV  
**On-axis brilliance at 16 keV (ph/s/mrad<sup>2</sup>/mm<sup>2</sup>/0.1%bw):** 5.4 x 10<sup>15</sup>  
**On-axis angular flux density at 16 keV (ph/s/mrad<sup>2</sup>/0.1%bw):** 9.6 x 10<sup>13</sup>  
**Horizontal angular flux density at 6 keV (ph/s/mrad<sup>2</sup>/0.1%bw):** 1.6 x 10<sup>13</sup>  
**Source size and divergence at the critical energy:**  
\[ \Sigma_x: 92 \mu m \quad \Sigma_y: 31 \mu m \]  
\[ \Sigma_x': 6 \mu rad \quad \Sigma_y': 47 \mu rad \]
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