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1.1 Introduction

Chapter 1

Executive Summary

1.1 Introduction

On April 22, 2010, the U.S. Department of Energy (DOE) granted approval of Mission Need,
Critical Decision 0 (CD-0) for the Advanced Photon Source Upgrade (APS-U) project (MIE-12-SC-
APSU).

Following CD-0, Argonne National Laboratory has prepared a conceptual design for the upgrade
of the APS as described in this conceptual design report (CDR). The upgrade will provide high-energy,
high-average-brilliance, short-pulse, penetrating hard x-rays in the energy range above 20 keV; nanoscale
focal spots approaching 5 nm for energies above 20 keV; time resolution approaching 1 ps; new and
upgraded x-ray beamlines; and the infrastructure required to fully exploit all of the new and upgraded
technical equipment.

The overall objective of the APS-U project is to provide current and future users of the APS with
enhanced scientific tools to observe, understand, and ultimately control materials function on the
nanoscale through two themes that reflect the scientific power of high-energy x-rays: mastering
hierarchical structures through imaging, and understanding real materials under real conditions in real
time.

The first version of the CDR is revision 0, issued on November 5, 2010. The second version of
the CDR is revision 1, issued on March 10, 2011. The CDR has been revised with continued
development of the conceptual design until this final version, revision 2, is submitted for review by the
U.S. Department of Energy in preparation for obtaining approval for Critical Decision 1 (CD-1).

1.2 Scope

The APS-U project scope includes the design, procurement, assembly, installation, and testing of
the accelerator hardware, beamline instrumentation, and enabling technical capabilities required to
upgrade the existing APS synchrotron light source. Specifically, the main scope elements include:

e Upgrade technical equipment to increase the operating current to 150 mA.

e The addition of long straight sections in the APS storage ring lattice in order to
accommodate long insertion devices, or to fit into one straight section a combination of a
superconducting undulator and a permanent magnet undulator, or a combination of a
permanent magnet undulator and a set of superconducting radio-frequency deflecting
cavities.
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e Superconducting insertion devices that will provide to APS users hard (energy greater
than 20 keV) x-ray beams brighter than those available from any other third-generation
synchrotron light source.

o New planar, revolver, and variable polarization insertion devices optimized for beamline
missions.

e A Short-Pulse X-ray accelerator facility consisting of superconducting radio-frequency
deflecting cavities with the capability to produce intense hard x-ray pulses almost two
orders of magnitude shorter than those currently available from an electron storage ring
for enhanced time resolution.

o Experimental facilities to exploit the hard x-ray pulses by combining picosecond
temporal resolution with atomic-scale spatial resolution, elemental specificity, and
nanoprobe capabilities in a suite of new x-ray beamlines and supporting laser
instrumentation.

e Upgrades to existing APS beamlines, including addition of state-of-the-art hard x-ray
focusing optics and greatly improved detectors.

e New or upgraded information technology and physical infrastructure.

The final APS-U project scope includes a subset of the hardware, instrumentation, and
capabilities described in this CDR, depending on the total estimated cost of the scope elements and their
prioritization during conceptual design planning. At this stage of planning, the intent of the CDR is to
document the continuing development of the conceptual design for all of the potential elements of the
APS-U project until the preliminary baseline scope has been established at CD-1. Those elements that are
not included in the baseline scope may later become potential contingency tasks in the APS-U project or
may be addressed by other APS enhancement projects or programs as part of the long term strategic
planning of the APS.

1.3 Capabilities

The APS-U project will provide an unprecedented combination of high-energy, high-average-
brilliance, and short-pulse penetrating hard x-rays, nanoscale focal spots, and time resolution beyond the
reach of existing storage ring facilities, together with state-of-the-art x-ray beamline instrumentation.
Table 1.3-1 shows the APS-U project accelerator upgrade components and Table 1.3-2 shows the APS-U
project accelerator parameter improvements and trade-offs as described in this conceptual design.
Scientific proposals for all potential proposed beamline improvements were submitted to and reviewed by
the APS SAC in March 2011, and the final selection of beamline improvements has been incorporated
into this version of the CDR, revision 2. Table 1.3-3 shows the proposed APS-U project beamline
improvements as of May 2011. The current design supports the key performance parameters for the
APS-U project as shown in Table 1.3-4.
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Table 1.1-1. APS-U Project Accelerator Upgrade Components
No. of Components

Long straight section 4
Beam stability
BPM electronics 220
X-ray BPM system 34
Real-time feedback upgrade 1
Temperature regulation upgrade [CAS] 1
BPM mechanical motion sensing 2x34=68
Short-pulse x-ray
Insertion devices
Planar undulators
Single-period 5
Dual-period revolver 6
Polarizing undulators
EM variably polarizing undulator 1
APPLEII 1
Superconducting undulators
1.6-cm period 2.0-m magnetic structure in 3-m cryostat 3
Canting sector magnets 5
ID loss monitors [CAS] 36
Front ends 21

Table 1.3-2. APS-U Project Accelerator Parameter Improvements and Trade-Offs

Present Upgrade

Electron energy (GeV) 7 7
Stored current (mA) 100 150
Number of long straight sections 0 4
Stability of current (%) 1 1
Horizontal emittance (nm) 3.15 <3.3
Vertical emittance (pm) 37 <50
Maximum brightness at 10 keV 1% 10% 2.0 x 10%
Maximum brightness at 20 keV 5 x 10* 11 x 10"
Maximum brightness at 60 keV 0.5 x 10" 3x 10"
Horizontal electron beam size (microns) 274 278
Horizontal electron beam divergence (microradians) 11.3 115
Vertical electron beam size (microns) 104 11.2
Vertical electron beam divergence (microradians) 3.6 3.6
Horizontal stability of electron beam in 0.1-200 Hz band

as % of size or divergence 8 5
Vertical stability of electron beam in 0.1-200 Hz band as

% of size or divergence 22 7
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Table 1.3-3. APS-U Project Beamline Improvements

Upgraded

New

Short Pulse X-ray Imaging and Microscopy

High Flux Pump-Probe
Resonant Inelastic X-ray Scattering

Magnetic Spectroscopy (2 beamlines)
High Energy X-ray Diffraction (existing

beamlines)

Sub-micron 3D Diffraction (2 beamlines)

Spectroscopy
Wide Field Imaging

Short Pulse X-ray Scattering and

High Energy X-ray Tomography

In situ Nanoprobe

High Energy X-ray Diffraction (new side-

bounce beamline)
X-Ray Interface Science

Beamline upgrades for higher storage ring current

(as needed at all APS beamlines)

Table 1.3-4. APS-U Key Performance Parameters

Thresholds

Key Performance Parameter (Performance Deliverable) Objectives
SPX pulse width (10 keV) observed pulse 2ps
SPX number of rf cavities 4 8
Operating current install components capable of 150 ma 150 ma
Improved stability x2 x4
Undulators 12 21
X-ray brilliance at 25 keV* install components capable of 11 x 10 11 x 10"
X-ray brilliance at 60 keV* install components capable of 3 x 10" 3 x 10"
New beamlines installed and ready

for commissioning with x-ray beam 6 9
Beamlines upgraded and ready

for commissioning with x-ray beam 6 6
Focus at 25 keV deliver optics capable of 20 nm 20 nm

*photon/second/0.1%bw/mm?/mrad?

1.4 Cost and Schedule

The initial Total Project Cost range of the APS-U project is $300M to $400M. The project is
planned to execute at the middle of the range with a Total Project Cost (TPC) of $355M. The initial cost
range is based upon expert analysis and opinion from technicians, engineers, scientists, and accelerator
physicists who have recently constructed and/or fabricated systems similar to those systems and
components at the current facility that is being upgraded. They have used discussions with vendors and
suppliers with whom they are familiar to assist in the estimating process. Acquisition and installation are
scheduled for early completion at the end of FY 17, CD-4 is planned to occur at the end of FY 18,
including one year of schedule contingency. The details of cost and schedule and the TPC are described in
the APS-U Preliminary Project Execution Plan, and will continue to mature until approval of the

performance baseline at Critical Decision-2.
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1.5 Acquisition Strategy

The acquisition strategy relies on UChicago Argonne, LLC, the DOE M&O contractor for
Argonne National Laboratory, to directly manage the APS-U project acquisition. The design, fabrication,
assembly, installation, testing, and commissioning of technical components in the APS-U project will be
performed by Argonne and APS scientific and technical staff. Much of the subcontracted work to be
performed for the APS-U project consists of hardware fabrication and infrastructure additions. The
acquisition strategy is described in greater detail in the APS-U Project Acquisition Strategy.
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Chapter 2

Project Overview

2.1 Introduction

The DOE’s Office of Basic Energy Sciences (BES) has a mission to support “fundamental
research to understand, predict, and ultimately control matter and energy at the electronic, atomic, and
molecular levels in order to provide the foundations for new energy technologies and to support DOE
missions in energy, environment, and national security.”

There is a particular need for studies of real materials under real conditions in real time by the use
of groundbreaking scientific tools that observe, understand, and ultimately control the functions of
materials on the nanoscale to develop new technologies. In order to sustain this nation’s position at the
frontier of science and technology, there is a need for BES to acquire a new, or to upgrade an existing
third-generation, synchrotron light source facility that provides an unprecedented combination of high-
energy, high-average-brilliance, and short-pulse x-rays together with state-of-the-art x-ray beamline
instrumentation. Such a facility is specifically identified as a priority in the Office of Science strategic
plan. In this context, the most practical alternative to achieve this mission is to upgrade the APS at
Argonne National Laboratory.

Among the various BES user facilities, such as neutron sources, nanoscience centers, and electron
microscopy centers, the synchrotron light sources have proven especially valuable. These light sources
can be categorized as either storage ring type or free-electron laser (FEL) type, and as producing x-rays
optimized in the low-energy (<3 keV) , medium-energy(<20 keV) or high-energy ( >25 keV) ranges.
Storage ring and FEL sources have complementary capabilities, as do light sources optimized for each of
the three x-ray energy ranges. Storage ring sources typically have many beamlines and so can
accommodate a large user community. To address its critical mission needs, the DOE expects to provide
leading capabilities for each energy range and both source types.

The four DOE-operated, storage-ring-based light sources —APS, Advanced Light Source (ALS),
National Synchrotron Light Source, and Stanford Synchrotron Radiation Lightsource (SSRL) — have
provided research opportunities for an ever-expanding scientific user community of almost 10,000
scientists, leveraging individual research grants from DOE, the U.S. National Science Foundation, the
National Institutes of Health, the U.S. Environmental Protection Agency, the U.S. Department of
Agriculture, and many other U.S. federal agencies.

The APS is the only DOE light source in the U.S. Midwest; is the only modern high-energy
storage ring source in the U.S.; and, after the APS-U project is complete, will be the best source for x-rays
above 20-keV worldwide. The upgraded APS will complement the other existing and planned DOE light
sources; the National Synchrotron Light Source II will be a high-performance storage ring radiation
source located in the U.S. Northeast, and will be the brightest source of medium-energy x-rays

2—1
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worldwide; the ALS is the only modern low-energy storage ring source in the U.S; the SSRL at the SLAC
National Accelerator Laboratory, which has recently been modernized and offers medium- to high-energy
x-rays, and the new FEL Linac Coherent Light Source (also at SLAC), the only operating source of its
kind in the world, offering ultra-intense, ultra-short pulses of medium-energy x-rays.

Upgrading the APS will provide the U.S. with a suite of state-of-the-art, complementary research
tools needed to carry out the revolutionary research described in the Basic Energy Sciences Advisory
Committee report, New Science for a Secure and Sustainable Energy Future. In particular, the route to
new functional materials involves better control during the synthesis and processing of materials. High-
energy x-rays uniquely allow structural and chemical studies at the nanometer and picosecond scale under
the realistic conditions of materials manufacturing. The vision of going beyond a “discovery” approach to
a “controlled” approach for making functional materials will rely on a new high-energy x-ray capability
with enough brilliance to provide nanoscale spatial resolution in such environments, which is not possible
with any U.S. source today.

The upgraded APS will be able to continue to make major contributions in attacking energy
problems. The BES report, Basic Research Needs for Clean and Efficient Combustion of 21st Century
Transportation Fuels, notes that, “The evolution of fuel sprays plays a defining role ... in determining
both combustion efficiency and the formation of ... pollutants. This level of understanding may permit
extraordinary new technologies, such as smart fuel injectors.” Gains already made at the APS in imaging
high-speed sprays will be greatly improved with a state-of-the-art, high-energy x-ray source thanks to
improved x-ray brilliance and field-of-view of very-high-speed imaging, paving the way for improved
design of fuel injectors for internal combustion engines. The vast majority of chemical reactions are
controlled by catalysts that determine energy and environmental efficiency. The action of catalysts occurs
on the nanoscale, but can only be studied in environments of flowing gases and substrates. Through a
better understanding of catalytic materials and processes gained from research at an advanced high-
energy x-ray facility, engineered biomimetic catalysts can be designed that will have dramatic effects on
our national energy and raw materials needs, and reduce effluent from materials synthesis and processing.

The APS provides a ready-made foundation for the upgraded facility, including $1.7B of
scientific infrastructure and a vibrant user community already attuned to future needs. The APS facility
includes an accelerator complex and photon delivery, as well as extensive beamlines and instrumentation,
an experiment hall, computing, laboratories, offices, infrastructure, and expert staff. Therefore, upgrading
the APS is the most logical, efficient, and cost-effective route to a high-energy x-ray source. Meeting
these objectives can be accomplished by an operating electron storage ring current of at least 150 mA;
long straight sections in the storage ring to accommodate the specialized undulators that would be the
source of the high-energy x-ray beams; new, brighter undulators based on superconducting technology; an
innovative scheme to produce short x-ray pulses; improved beam stability; beamlines optimized for
scientific applications; new or improved detectors for data collection and other crucial beamline
instruments; controls software; and fast data transfer, storage, and analysis.

The APS-U project will have the capability to produce x-rays that penetrate inside the
environments where materials are synthesized and their function is determined, and to image with
nanometer resolution. These capabilities are necessary for the design of new materials with emergent
properties that require researcher access to significantly higher pressures, temperatures, and chemical
activities—and to shorter time scales— than are currently available for studies of real materials under real
conditions in real time. In addition, the upgraded high-energy x-ray source would fill a gap between
picoseconds and seconds in the critically important time-resolved study of materials while they are being
synthesized or processed.
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The penetrating rays provided by the APS-U project will be a key tool for meeting the BES
Grand Challenges facing the new “Control Age,” which requires the development of materials and
machines to satisfy our need for sustainable energy, healthy lives, and a thriving economy.

The following sections of this chapter will include:

e A description of the WBS shown at the third level and containing a complete definition
of the APS-U project scope. WBS elements are defined as specific systems/deliverables.

o Initial cost and schedule estimates based on a preliminary target of $350M as total project

cost.

e A description of the APS-U project management organization.

2.2 Work Breakdown Structure

All work required for completion of the APS-U project is included in the WBS and is shown in
Figure 2.2-1, beginning with the first year of funding in FY 10 (CD-0) and continuing through project
completion in FY17 (CD-4). The development of the WBS and WBS Dictionary are consistent with the
requirements set forth in DOE Order 413.3A, Program and Project Management for the Acquisition of
Capital Assets and ANS1/748a, Earned Value Management Systems.

The organization of the WBS reflects a logical breakdown of the work by major system. Each
lower level breaks down the previous level by subsystem and task. Each system captures all costs,
resources, tasks, and activities necessary to complete each APS-U project system. Each system contains
progressively lower levels to further define the sub-elements down to the lowest WBS.

Each element of the WBS has cost, manpower, and schedule associated with it and is the key
element for planning, executing, and controlling project activities. The detailed activities to design,
fabricate, construct, and install the APS-U project are described in the WBS Dictionary. The WBS
Dictionary is maintained by the project as a separate document that defines the activities to the lowest
WBS level. All changes to the WBS must be approved by the Project Director and the Configuration
Change Board members prior to implementation.

A description of the second-level WBS elements is given below:

Ul1.01

U1.02

U1.03

Ul.04

U1.05

Project Management: Project Office administrative and management activities that
integrate across the entire project, such as management, regulatory compliance,
quality assurance, safety, project controls, etc.

Research and Development: R&D activities necessary to support delivery of
project objectives. Includes SPX and superconducting undulators.

Accelerator Systems: Includes all phases of design, procurement, installation, and
testing of the accelerator systems upgrades. Includes SPX, SR technical
components (LSS), beam stability and insertion devices.

Experimental Facilities: Includes all phases of design, procurement, installation,
and testing of new beamlines and upgrades to beamlines.

Infrastructure and Enabling Technologies: includes all phases of design,
procurement, installation, and testing of front ends for beamlines, site services and
design, procurement, and installation of computing requirements.
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Figure 2.2-1. APS-U project work breakdown structure.

2.3 Project Cost and Schedule

2.31 Summary of Cost Estimate

The initial cost range of the APS-U project is $300M to $400M. The project is planned to execute
near the middle of the range with a TPC of $350M. The APS-U cost and schedule baselines will consist
of a BCE and the IPS, which will use a project-wide logic network, resource-loaded tasks, and a hierarchy
of schedule milestones. Both the BCE and IPS will be maintained by the APS-U Project Management
Controls System (PMCS) Group and are subject to change control under Configuration Management.
Table 2.3-1 shows the TPC with initial estimates of the work breakdown at WBS Level 2 at CD-0.

Table 2.3-1. Target Budget Estimates at WBS Level 2*

Budget

WBS Description (M)
Ul.01 Project Mgmt. 35
U1.02 R&D 12
U1.03 Accelerator Systems 122
Ul.04 Experimental Facilities 119
U1.05 Enabling Technologies 37

Escalation 25

Total Project Cost 350

*Estimates include 35% Contingency

2—4
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Based on a preliminary target of $350M as the total project cost estimate, Table 2.3-2 shows the
initial project timeline and notional funding profile that is being used for planning purposes only and has
not been approved.

Table 2.3-2. Initial Funding Profile

FY10 FY11 FY12 FY13 FY14 FY1S FY16 FY17 Total

CDR and R&D (OPC) $5M  S10M  $10M $25M
Long-Lead Procurement $10M  $40M $50M
(TEC)
Design & Construction $20M  $95M $80M  $60M  $20M  $275M
(TEC)

Total Project Cost (TPC)  $5M  $10M  $20M  $60M  $95M  $80M  $60M  $20M  $350M

2.3.2 Cost Estimate by WBS Element

2.3.2.1 Basis of Estimate

The initial scope of the project includes alternate solutions to address the scientific challenges
associated with the APS Upgrade. Initial cost estimates are shown in Table 2.3-3. The scope has been
revised based on input from the APS-U project and APS management.

All cost estimates for the APS-U project conceptual design stage are based on the component
layout developed for the Conceptual Design Report and expressed in FY2010 dollars. All costs are
estimated by the APS staff. Various entries in the worksheet are designed to assist in future preparation of
cost account plans for the Earned Value Management System in accordance with DOE Order 413.3A,
Program and Project Management for the Acquisition of Capital Assets [2.3-1], and ANSI1/748a, Earned
Value Management Systems [2.3-2].

A standard Cost and Schedule Worksheet was utilized for the preliminary estimates; the
worksheet features:

e Detailed cost sheets at the lowest level of WBS

e Rollup cost sheets for each system and “parent” WBS

e Summarized cost by ED&I (engineering design and inspection), Materials, and Fabrication
e Budget spread by start and finish date for each labor resource type

e Activity phase codes

e Fully burdened labor and material resources (i.e., applied overhead)

e Budgeted units for labor (hrs) and materials ($)
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Table 2.3-3. Project Estimates

WBS Non-Labor Labor Total Estimated
Element WBS Description $K) ($K) Cost ($K)
Ul APS Upgrade Project 221,429 135,319 356,748
U1.01 Project Management 7,881 17,774 25,654
U1.02 Research & Development 5,615 9,555 15,170
U1.03 Accelerator Systems 45,199 25,521 70,720
Ul1.04 Experimental Facilities 68,232 23,036 91,268
U1.05 Infrastructure & Enabling Technologies 24,902 6,580 31,482
Sub-total 151,830 82,464 234,294

Escalation 12,192 17,772 29,964

Contingency @ 35% (base + esc) 57,408 35,083 92,490

Sub-total (Contingency + Escalation) 69,600 52,854 122,454

2.3.2.2 Contingency

At the conceptual stage of the APS-U project, 35% contingency was allocated to every WBS
element based on an overall assessment of risks associated with cost estimates due to unforeseen job
conditions, uncertainties of market conditions for labor and materials, and the level of design maturity.
During preliminary engineering design phases, and as more information becomes available, continual
contingency analysis will be performed that identifies risks and determines the appropriate levels of
contingency and the percentage level will be adjusted accordingly. Contingency will be managed
centrally and is not pre-allocated or pre-assigned to any item. Each sub-project must have adequate
contingency to ensure successful completion without risk to the project as a whole. Scope contingency is
also planned for both containing costs and addition of priority-based, enhanced scope. The decision to
allocate such funds for either purpose can be justified in part by demonstrating that the project has
sufficient confidence in the cost estimates. Significant risk is managed according to the contingency
spend plan, and thus that adding any tasks to the project will leave sufficient contingency to mitigate the
risks going forward.

2.3.2.3 Escalation

In order to manage escalation, it is necessary to understand its role in an MIE project. Escalation
is the increase in costs from one time period to another. All Materials and Services (M&S) and labor
costs are subject to escalation over the lifetime of the project. The initial cost estimate includes an
escalation calculation for M&S using DOE rates from base year 2011 costs for scientific laboratories and
are escalated accordingly. Values were taken from DOE-published escalation values found at:
http://www.cfo.doe.gov/cf70/escalation.pdf. For greater accuracy, escalation labor costs were calculated
from published Argonne labor escalation rates found at:
http://inside.anl.gov/ocf/budget/escalation_percentages.html. A further study of escalation will be
conducted using independent consultants prior to CD-2.
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Table 2.3-4. Cost of Escalation through the Project
FY10 FYI11 FYI12 FYI13 FYl4 FYI15 FYI6 FYI17 FYI8
Labor incremental 0.0% 5.0% 42% 5.0% 5.0% 50% 5.0% 50% 5.0%
compounded 1.000 1.050 1.094 1.149 1.206 1.267 1.330 1.396 1.466

Material incremental 0.0% 0.0% 22% 24% 24% 24% 24% 24% 2.4%
compounded 1.000 1.000 1.022 1.047 1.072 1.097 1.124 1.151 1.178

FY11 RATES (labor base FY 10, nonlabor base FY11)

2.3.3 Schedule Summary

A preliminary summary schedule including the expected timeline and milestones is shown in
Figure 2.3-1.At the approval of CD-0 in the 3rd quarter of FY 10, the project was estimated to be
completed in the last quarter of FY 17. The current plan has additional float of 12 months with a CD4
date of the last quarter of FY18.

Apr-10 Jul-11 Oct-12 Oct-13 Sep-18
CD-0 CD-1 CD-2 CD-3 CD-4

Approve Approve Approve Approve Approve
Mission  Alternative Selection  Performance Start of Start of Operations -
Need and Cost Range Baseline Fabrication Project Completion

Research & Development

Conceptual Design

Preliminary Design

Final Design

Fabrication/Procurement

I (nstallation/ Checkout
% | Float

Fiscal Years

‘ ‘ Float

2010 2011 2012 2013 2014 2015 2016 2017 2018

)
May-11 Sep-17
CD-1 Review Ready for CD-4

Figure 2.3-1. APS Upgrade expected timeline and milestones.
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2.4 Project Management

The APS-U project has three major institutional participants: (1) DOE Headquarters, Office of
Basic Energy Sciences; (2) Argonne Site Office; and (3) UChicago Argonne, LLC. Each of these
institutions has important roles and responsibilities for project success. Figure 2.4-1 shows DOE’s
organization of the APS-U project.

Within the Chicago Operations Office, the ASO provides DOE’s direct contractual link to the
University of Chicago, which operates Argonne. The ASO Manager will partner with SC-10 and maintain
regular communication on project status to ensure successful execution. The APS-U project Federal
Project Director is positioned within ASO and is present full-time at the Argonne site. The APS-U project
Federal Project Director is responsible for the requirements assigned to the Federal Project Director in
DOE Order 413.3, Program and Project Management for the Acquisition of Capital Assets. The Federal
Project Director will (1) submit key project documents and critical decisions to the respective Acquisition
Executive for approval; (2) report project progress; (3) provide environment, safety, and health oversight;
(4) coordinate approval of NEPA documentation; and (5) assess contractor performance on project
execution. The IPT will support these responsibilities. The IPT is led by the APS-U project Federal
Project Director, and its members include the MIE Project Program Manager in BES, the APS Director,
the APS-U Project Director, the APS-U Project Manager, and members with expertise in ES&H,
procurement, budget, financial, legal, and facilities management. The APS-U project will be
accomplished by the IPT. The intent is to implement DOE Order 413.3 via a tailored approach that
optimizes control, progress, and performance of the APS-U project.

Office of Science
Director
William Brinkman
(Acquisition Executive at CD-0 & CD-1)
Deputy Director for Science Programs
Patricia Dehmer
(Acquisition Executive at CD-2, CD-3 & CD-4)

Office of Basic Energy Sciences
Director
Harriet Kung

Scientific User Facilities Division
Director (acting)
Harriet Kung

SUF Instrument MIEs
Program Manager
Philip Kraushaar

A\

Argonne Site Office
DOE APS-U Federal Project Director
Ron Lutha
DOE APS-U Deputy Federal Project Director
Frank Gines

A\

Argonne National Laboratory
APS-U Project Director
Derrick C. Mancini
APS-U Project Manager
Geoffery Pile

Figure 2.4-1. DOE APS-U project organization.
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The UChicago Argonne, LLC manages and operates Argonne National Laboratory for DOE
under the terms and conditions of Contract No. DE-AC02-06CH11357. The University of Chicago has
provided the Laboratory Director with overall responsibility for all projects, programs, operations, and
facilities at Argonne. Argonne plans to manage the APS-U project within cost and on schedule, and to
deliver the promised technical scope and performance. The Laboratory is committed to maintaining the
APS-U as a premier scientific user facility. Argonne’s management organization is shown in Figure 2.4-2,
and Argonne’s organization for the APS-U project is shown in Figure 2.4-3.

The Laboratory Director has designated an APS-U Project Director and an APS-U Project
Manager. The APS-U Project Director is responsible for the management and execution of the APS-U
project. He will ensure that the project is successfully completed within its budget and on time, meeting
the planned scope. In addition, the Laboratory Director has recruited distinguished external members for
the high-level APS-U project PSAC, which advises him and the APS-U Project Director on scientific
directions, programmatic themes, and equipment priorities for the APS-U project.

Argonne will establish a written Memorandum of Agreement between the APS-U project and all
Laboratory organizations providing members of the IPT in order to explicitly define roles,
responsibilities, relationships, authorities, resources, and deliverables. The IPT includes an Associate
Project Manager for each WBS Level 2 system, as well as project controls staff, and specialists in
procurement, ES&H, QA, facilities, NEPA compliance, and construction.

Argonne has an EVMS in place and is utilizing it on several projects. Currently, the EVMS is
undergoing certification through the OECM. It is anticipated that the certification will be in place prior to
the APS-U project receiving CD-2.

The APS-U project is utilizing several project management tools. Primavera Project Planner has
been implemented for tracking project progress, schedule logic, and earned value capture. Primavera Cost
Manager has been implemented for cost and earned value reporting.

ANL Directorate

APS-U Project Scientific
Advisory Committee Director

Eric Isaacs

y

APS Management

APS Scientific Advisory

Committee . [T~~~ ] Associate Laboratory Director

APS Director
G. Brian Stephenson (Interim)

y

APS-U Project

Project Director
APS-U Steering Committee |» 77777 > Derrick C. Mancini

Project Manager
Geoffrey Pile

Figure 2.4-2. Argonne management organization.




Chapter 2 APS Conceptual Design Report
2.4 Project Management

| ASD
| S |
|
! Alexarg‘fréﬁolems }\\ APS Upgrade Project Management } PSCIAPS }
- 7 . - . . Brian Stephenson
‘:::::::::‘ Derrick Mancini Project Director | Director Znte,,»m) |
I XSD il Geoff Pile Project Manager ~ ||---------- } Denny Mills }
} Linda Young =~ Edward Temple Project Advisor | Deputy Director
. bwoir Tom Barkalow ESS&H | D R"f %?”gt |
fffffffff -l TomBarsz A I eputy Director |
| AES k- L | S s
I Wiliam Ruzicka |
} Div. Dir. |
A A I xso ! i T AES Engineering Support || | FMSPM 1 j
| | ccelerator Upgrades XSD | Beamline Upgrades | John Quintana | ngineering Suppo | FMS PM | Project Support
| Michael Borland F - -| Marion White ! Mark Beno r- Dean Haeffner | John Maclean k-4 Mohan Ramanathan Karen Hellman L _ Yeldez Amer
| Assoc. Div. Dir. | Assoc. Project Manager } Deputy Div. Dir. | Assoc. Project Manager | Assoc. Div. Dir. J Assoc. Project Manager | Assoc. Div. Dir. | Assoc. Project Manager
,,,,,,,, ) R S I_ Assoc. Div. Dir._ SRS |
,,,,,,,, Fro—————n
} AOP Group | Ir‘tggraticn Optics | Mech Eng | Front Ends Adminstration
| Louis Emery F--——  William Berg f—— Lahsen Assoufid Patric Den Hartog - - {—— Yifei Jaski — Kelly Jaje
| Group Leader J Technical Lead Technical Lead | Group Leader J Technical Lead Manager
P, e e — —
i” Diagnostics ™ ] Beam Stability | | Defector Group™ | Detectors Fi
| Group bo- Robert Lill | Chris Jacobsen | _ Robert Bradford | ~ ———————— N n _Finance
I Glenn Decker | | GroupLeader [ [ | 3 | MOM | Installations —— Richard Crowley
Technical Lead up Technical Lead | Joe Gagliano M
I_ Group Leader_, | _ (interim) _ _ ! George Goeppner F--1— 0% 7 Sgwetin lanager
77777777 I
! ﬁgkp sGer;t:‘z 1\ Long Straights _ E oup Eeidir, 1 Technical Lead
| Depuy Growp " Leonard Morrison Project Controls
L Mender | Technical Lead —  effChan
77777777 1
,,,,,,,,,,,,,,,,, Manager
I~ RFGroup — 1‘ SPX | TRR Group } SPX Beamlines | Site Ops 1\ Infrastructure
| Douglas Horan be- Ali Nassiri | Jin Wang 3t Eric Dufresne } Rick Janik F--+— John Sidarous Procurement
Deputy Grouj . | Group Leader Technical Lead ! Technical Lead
} ‘Zegder r J Technical Lead - uRreasy I_ Erguf ieidir, ] — Michael Oprondek
***************** Manager
| SSMD Group } XIS Beamlines
Insertion Devices | Paul Zschack [ TBD = Bl
7777777 . |1 Elizabeth Moog | Group Leader | Technical Lead | T | LA .y
I”~ MDGroup — Technical Lead | ~ T T T T T T | Ken Sidorowicz k---—  David Wallis —  FelixLacap
| Efim Gluskin . ———— == —— | " Group Leader | Technical Lead Manager
| Group Leader | Imaging Group " WFI Beamlines [ 1
| _(interim) ! scu | Francesco DeCarlo --+——  Wah-keat Lee
_ _ (interim) _ _, . p HR
L—— Yuri Ivanyushenkov | Group Leader | Technical Lead
TechnicalLead | ~~ T T T T 7T —— Gemma Cutinello
————————— M:
| Micro Group ! Nanoprobe anager
| Stephan Vogt :“ — Jorg Maser —
| Group Leader H Technical Lead Communication
********* | Rick Fenner
Manager

Figure 2.4-3. Argonne APS-U project organization.

Argonne will provide monthly technical and cost performance reports to the DOE. The APS-U
project has been entered into the DOE PARS. For the APS-U project, the DOE APS-U Federal Project
Director will provide quarterly reports to DOE Headquarters and monthly updates to PARS and later
PARS-II, starting at CD-2. A monthly progress report on the APS-U project will be issued by the APS-U
Project Director and distributed to appropriate DOE offices and other organizations outside the project.
This report will provide information at WBS level 2 and higher and will discuss the overall status of the
APS-U project. A Highlights (or equivalent) section will address the total project schedule overview and
any significant project accomplishments. An Assessment and Issues (or equivalent) section will cite any
areas of concern to the project management. The APS-U project monthly report will also document
monthly and cumulative project cost and schedule performance at WBS level 2 and progress against DOE
level 2 milestones. BES will charter major reviews of the APS-U project’s overall technical, cost,
schedule, and management.

Monthly performance measurement figures will be based on three quantities: schedule status
submitted by the APS-U project Associate Program Managers each month, actual financial status (cost
and commitments) for the month, and the cost and schedule baseline.

A CPR will be prepared and issued monthly by the PMCS Group. Reporting will be by WBS
element at the project level to the control account level. For each element, the following data will be
reported: actual cost of work performed, budgeted cost of work performed, and budgeted cost of work
scheduled. Cost and schedule variances and cost and schedule performance indices will be documented in
the CPR.

2—10
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Chapter 3

Accelerator Upgrades

3.1 Overview

The Advanced Photon Source (APS) is the largest accelerator complex in the Western
Hemisphere dedicated to the production of synchrotron radiation using electrons stored in a ring. With
a 1104-m circumference and a 7-GeV beam energy [3.1-1], there are only three other sources in the
world with a comparable size and electron beam energy [3.1-2-3.1-4]. APS consists of an injector
and storage ring. The purpose of the injector is to supply beam to the storage ring. No changes to the
injector are planned as part of the upgrade project. A number of upgrades to the storage ring will be
undertaken, as detailed in subsequent chapters of this document. These upgrades are targeted at specific
changes that will improve the scientific capabilities of the APS in order to address the mission needs
described in Chapter 1.

In this section, we give an overview of the accelerator complex as it now exists and operates.
We then briefly summarize the accelerator aspects of the upgrade and how these relate to mission need.
These aspects are discussed in detail in subsequent sections of this chapter.

3.1.1 Accelerator Complex and Present Operations

The APS contains 40 largely identical sectors, each of which consists of accelerator components
and a 5-m-long straight section. Five of these straight sections are reserved for accelerator systems
required for beam injection, replenishing of the electron beam energy, and diagnostics. The remaining
35 straight sections are available for insertion devices, typically undulator magnets, that produce x-rays
for user experiments. The maximum length available for such devices is 4.8 m. Each sector also
contains two bending magnets, one of which is designed for use as an x-ray source.

The most fundamental parameters of the stored electron beam are the energy, current, and
emittance. Light sources targeting hard x-ray applications tend to operate with high electron beam
energy E, since the energy of x-rays produced in undulators scales like £2. There is also a tendency
to operate with moderate beam current to reduce rf power requirements and x-ray beam power loads
on the beamline front ends to more manageable levels. APS presently operates at 100 mA, which is
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fairly typical of sources in this energy range. The APS effective emittanceE] 3.1 nm, is again typical
for high-energy third-generation sources. The normal vertical emittance is 40 pm, which is somewhat
higher than typical, resulting both from user requirements and the desire to operate routinely in
few-bunch modes (see below). Of these basic parameters, only the beam current and emittance will
change as part of the upgrade, as discussed below.

Besides total beam current, the electron beam bunch timing pattern is very important for many
applications. For this reason, APS operates with various bunch patterns or modes (depicted in Figure

B.L-1:

o 24-bunch mode: As the name suggests, this features 24 equispaced bunches. The time between
bunches is about 150 ns, with a FWHM bunch duration of about 80 ps, which is suitable for
certain time-resolved studies. This mode is used about 65% of the time.

e Hybrid mode: This features a single intense bunch of 16 mA together with a collection of 56
bunches crowded on the opposite side of the ring. There is a space of about 1.6 us before and
after the intense bunch that has a FWHM duration of about 120 ps, which again makes it suitable
for certain time-resolved studies. This mode is used about 15% of the time.

e 324-bunch mode: This features 324 equispaced bunches. This mode is used about 20% of the

time.
Hybrid
Symmetric 24 bunches Single bunch plus a bunch train
Other designation: 24 singlets Other designation: 1 + 8x7

0.5 us train

84 mA in eight
septuplets (8x7)

-4+—1.594 ;s gaps

153 ns spacing 16 mA

Figure 3.1-1. Depictions of two bunch patterns at present operating current of 100 mA.

One goal of the upgrade is to continue to support operation in all three modes.

Another important aspect of the beam is the partitioning of the effective emittance into the
beam size and divergence in the horizontal and vertical planes. The electron beam size and divergence
are nominally identical at all beamlines, a result of the 40-fold symmetry of the accelerator lattice.

!"The effective emittance is the emittance including dispersion effects. At the center of a straight section with a;; = 0 and
1, = 0, it is given by 0,0, = €o \/1 + (0sm2)?/(€0Bx), where o is the rms beam size, o,/ is the rms divergence, ¢ is the raw
natural emittance, and o is the fractional rms energy spread.
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However, reduced horizontal beam size (RHB) can be delivered to one straight section, while leaving
other straight sections unchanged. At present, each APS run includes some time operating with such

a lattice. In principle, this can be provided to several sectors when there is demand. At present, there
is little impact on machine operation from the broken symmetry. As discussed in subsequent sections,
delivering this mode in the upgrade is more challenging because of other lattice changes.

The combination of low emittance and high charge per bunch in the 24-bunch and hybrid
modes leads to short beam lifetimes. Even with a vertical emittance of 40 pm, the lifetime in 24-bunch
mode at 100 mA is typically 8 hours, while the lifetime of the hybrid bunch is about 3 hours. Because
of this, the beam intensity would decay rapidly, resulting not only in loss of x-ray intensity, but perhaps
more importantly, in variation in beam-position-monitor (BPM) systematics and heat loads on x-ray
optics. This would negatively impact experiments that demand high beam stability. For these reasons,
APS pioneered top-up mode [3.1-5], which involves frequent injection of beam to make up for losses.
At present, top-up injections occur at 2-minute intervals in 24-bunch mode and 1-minute intervals in
hybrid mode. The 324-bunch mode has a sufficiently long lifetime that top-up is not required; instead,
the beam is added every 12 hours to restore 100 mA. One additional attraction of this mode is that it
provides valuable time for injector development and operator training.

APS operates for users for approximately 5000 hours per year, with typical mean time between
faults of 50 to 100 hours and availability of 97 to 99%. There are three runs and three shutdowns per
calendar year. During a run, weekly maintenance and study periods are scheduled, lasting for 24 to 48
hours. Much of this time is used to perform necessary repairs or studies that prepare the accelerator for
an upcoming change in the fill pattern or lattice.

3.1.2 Accelerator Upgrade Components

The APS accelerator upgrade includes a number of components, several of which will be
unique. These are driven by mission needs, including

The need for additional beamline capacity.

The need for more stable beams to allow demanding, state-of-the-art experiments to be performed.

The need to provide intense, tunable, few-picosecond x-ray pulses with high repetition rates for
time-domain experiments.

The need to provide higher brightness and flux in the hard x-ray regime (above 10 keV), with
particular emphasis above 25 keV.

Implementation of these upgrades will present many challenges, not the least of which is the
intention to continue to operate the APS for 5000 hours per year. This implies that installation of
components in the storage ring, as well as commissioning of new systems, will have to take place
during existing maintenance and startup periods. In the remainder of this section, we briefly sketch our
approach to each of these requirements. Details are given in appropriate sections below.

By and large, each of these upgrades could be pursued independently. That is, they are
complementary, but not tightly linked. Where there are links, we’ve indicated what they are in the
discussion below.
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3.1.2.1 Capacity

The need for additional beamline capacity is addressed by provision of additional canted
straight sections and long straight sections. At present, each straight section at APS accommodates a
total of 4.8 m of insertion devices, which is suitable for canting two devices with a length of 2.1 m
each. As described in section we plan to provide four long straight sections for which the total
length of insertion devices is increased to more than 7.7 m. This allows increased capacity with higher
brightness and flux, due to the longer devices that are possible. Provision of long straights is also
beneficial in order to implement the short-pulse x-ray (SPX) scheme without reducing capacity (i.e.,
the long straights are helpful in accommodating the SPX hardware and insertion devices in the same
straight).

Provision of long straights has a modest negative effect on brightness because the horizontal
emittance will increase. However, the increase is less than 10%, which is considered acceptable.

3.1.2.2 Stability

More stable beams will allow demanding, state-of-the-art experiments to be performed. This is
addressed by a multipronged approach to improving electron beam stability, as described in section
The goal is to increase the short- and long-term beam stability by a factor of two to four.

Improved beam stability has essentially no negative impacts on other aspects of APS-U. Indeed,
it is helpful in that it is in some cases equivalent to a brightness increase. The SPX project has the
potential to negatively impact beam stability. As a result, specific steps are taken as part of SPX project
that include setting tolerances on various errors and providing the diagnostics needed for control,
feedback, and fine tuning.

3.1.2.3 Short X-ray Pulses

There is a need to provide intense, tunable, few-picosecond x-ray pulses with high repetition
rates for time-domain experiments. This is addressed by the use of Zholents’ deflecting-cavity
scheme [3.1-6] for production of short x-ray pulses. This scheme, discussed in section [3.5] addresses
one of the major deficiencies of storage ring light sources, namely, the inability to make intense,
few-picosecond x-ray pulses.

As stated above and described in detail in section [3.5.3] the SPX system has the potential
to negatively impact beam stability, both in terms of beam motion and emittance. Hence, upgrades
to the beam stabilization systems, in particular the fast feedback system, are highly desirable as a
complementary upgrade. In addition, a comprehensive suite of SPX-specific diagnostics are planned.

3.1.2.4 Brightness and Flux

There is a need to provide higher brightness and flux in the hard x-ray regime, above 10 keV,
with particular emphasis above 25 keV. This is addressed in part by optimized insertion devices, as
described in section [3.4] which includes planar undulators with customized periods, revolver undulators,
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Figure 3.1-2. Illustration of potential brightness improvements in four energy bands for APS-U and
beyond. The figures compare the brightness of a present-day U33 device at 100 mA with a canted front end
to optimized HPM (hybrid permanent magnet), SCU (superconducting undulator), and ASCU (Advanced
SCU) devices at 150 to 200 mA with front-end developments. The vertical scale is different for each energy
band and is made to accommodate all the curves. Note that ASCU and 200 mA are not within the scope of
the upgrade. The Extremely High Heat Load (EHHL) front end concept is described in section

and short-period superconducting undulators. The need for higher brightness and flux is also addressed
by provision of a number of long straight sections, as described in section 3.2} and by increasing the
operating electron beam current from 100 mA to at least 150 mA.

The accelerator is presently capable of running at 150 mA but would require upgrades to run
beyond that. In order to provide an option for enhanced brightness and flux, we have explored what
would be required for 200-mA operation, as described in section [3.6] While this is not within the scope
of the upgrade, we have adopted the principle that nothing should be done to preclude it. Hence, all
new components will be designed to be compatible with 200 mA.

In order to perform user operations with current above 100 mA, e.g., at the 150-mA minimum
upgrade level, we will have to upgrade the beamline front ends, as discussed in section 5.3, and the
beamlines, as discussed elsewhere in this document.

In addition, improved control of the coupling will be implemented, which will also improve x-
ray brightness by permitting lower vertical emittance and providing more predictable beam parameters.
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These changes are described in more detail in section [3.2]

Because brightness is such a prominent performance measure for synchrotron radiation sources,
we end this introductory section with an illustration of the potential brightness gains from the APS
upgrade. As shown in Figure there is the potential for very significant brightness improvements
in various energy bands as part of the APS upgrade and beyond. (Details of this analysis and the
assumptions behind it are described in section [3.4.8])

3.1.3 References
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3.2 Lattice and Accelerator Physics

3.2.1 Introduction

One of the goals of the APS upgrade is to meet the need for higher-brightness x-ray beams, as
well as the simultaneous need for additional beamline capacity. Provision of a number of long straight
sections is an effective way to meet this need. Long straight sections are needed for long insertion
devices (IDs) and in order to be able to fit in one straight section a combination of a superconducting
undulator and a permanent magnet undulator or a combination of a permanent magnet undulator and
a set of superconducting cavities. Hence, long straights are an important part of providing higher
brightness, increased capacity, and short x-ray pulses (see section [3.5)).

Specific details for all these goals are discussed in other sections of this report. Here we focus
on the beam dynamics issues pertaining to establishing the APS lattice with four long straight sections.
The most significant challenge of this task arises from a need for uneven distribution of long straight
sections around the ring to meet user demands and practical constraints. The loss of lattice symmetry
associated with this presents potentially severe consequences in terms of beam emittance increase,
lifetime reduction, and loss of injection efficiency.
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In 2003, APS accelerator scientists and engineers, in consultation with interested members
of the user community, conducted an extensive study of various options for implementation of long
straight sections. Several of these involved replacement of dipole magnets which, while very effective
at lengthening the straight section, was determined to be too expensive for the benefit delivered. In the
end, it was decided to make a long straight section by removing one quadrupole magnet on each side of
the existing straight section.

This is conceptually simple and requires no additional magnets, which greatly reduces the
cost. This scheme requires rebuilding the girders on either side of the straight section. These girders
presently hold the quadrupole triplets, as well as two sextupoles, two steering magnets, and several
beam position monitors. Although no additional magnets are needed, we must prepare girders ahead of
time for rapid installation.

Because of the breaking of ring symmetry by the long straight sections, much effort has been
spent in mitigating the adverse effects on beam dynamics by making adjustments to the strengths of
the quadrupole and sextupole magnets, a unique opportunity offered by the existing power supply
arrangement in which all quadrupoles and sextupole magnets have individual power supplies. Taking
advantage of this opportunity, a new approach relying on a parallel genetic optimization algorithm for
lattice optimization has been developed that allows us to largely regain the performance parameters of
the original symmetric lattice. Discussion of the approach developed for the APS appears in the first
part of this section. In addition to the arrangement of the long straight sections, a requested special
sector with reduced horizontal beam size also reduces the symmetry of the lattice. The method of
recovering the performance of a symmetric lattice is essentially the same as that employed when
introducing the long straight sections.

Following the discussion of lattice design, we discuss experimental tests of mock-up lattices,
which give confidence in our results. One outcome of these tests, as reported in section [3.2.2.6] is that
we will have to restrict the extent of beam steering for users in order maintain good injection efficiency
and lifetime.

Issues in correcting the vertical emittance will be discussed next. In the presence of errors,
a storage ring produces a somewhat large vertical emittance that can be reduced to reasonable levels
using standard techniques used at all light sources. In addition, the nonlinear properties of a lattice are
usually worsened by the same errors that cause vertical emittance. Thus when the vertical emittance is
corrected, the nonlinear properties are improved.

In the final part of this section, we review collective effects in the storage ring, which are well
characterized in the present configuration. They define the practical operating limits for total current
and for single-bunch charge. In particular, we look at the potential impact of lattice changes and longer
insertion device chambers, with a view toward maintaining the existing operating limits and setting
requirements for chamber gaps. (Other changes, such as the introduction of rf cavities for the short
pulse x-ray (SPX) source, will potentially adversely impact collective effects, and are discussed in
section Requirements for higher current operation will also be discussed in section [3.6])
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3.2.2 Lattice Design

The APS magnetic lattice consists of 40 double-bend sectors, normally operated in an
essentially translation- and reflection-symmetric configuration. (The symmetry is slightly broken by
the use of Decker distortion in the user Sectors 1-35 [3.2-1], a feature that any upgrade must retain
since it reduces backgrounds on x-ray beam position monitors.) Each sector has ten quadrupoles,
seven sextupoles, and eight steering magnets per plane. In anticipation of the need to customize the
electron optics, all quadrupoles and sextupoles have independent power supplies [3.2-2]. In addition
to permitting optics correction [3.2-3], this feature has allowed provision of special reduced horizontal
beam size (RHB) optics for several beamlines. Its importance to the APS upgrade is twofold: First,
it permits us to entertain lattice customizations without the expense of additional power supplies and
controls. Second, it permits us to mock-up many of these customizations before we commit to hardware
changes.

The most important of these customizations will be provision of long straight sections (LSSs)
to (nominally) four sectors. As described above, this will be accomplished by removing the long Q2
quadrupoles, one beam-position-monitor (BPM), and one corrector on either side of the target straight
section, then moving other components away from the straight section into the empty locations.

Given that there are 40 straight sections in total and that we will nominally have four long
straights, the most natural configuration is to make every tenth straight section a long one. This retains
a high degree of symmetry in the lattice, which is traditionally considered necessary in order to obtain
good dynamic and momentum acceptance.

However, such a configuration is less than ideal. First, it requires relocation of beamlines to
match the locations of the LSSs, which would be expensive and would disrupt the beamlines’ science
programs. In addition, for implementation of SPX, we would ideally like to have two LSSs separated
by a single short straight, since this permits accommodating the SPX cryomodules without excessively
reducing the space available for undulators.

The last of these concerns could be addressed with a configuration that features two groups
of two LSSs separated by a standard straight. This could be done in a two-fold symmetric fashion.
However, the expense of moving beamlines is still present and should be avoided if possible.

Based on these considerations and recent progress in optimization of the nonlinear properties
of lattices [3.2-4,3.2-5], we have developed workable nonsymmetric configurations incorporating four
and eight LSSs. In this document, we discuss the present preferred configuration of four LSSs. The
remainder of this section is devoted to explaining the optimization methods and simulation predictions,
as well as the results of experimental tests.

3.2.2.1 Installation Tasks and Schedule [U1.03.02.01]

As indicated, provision of an LSS is conceptually simple, since we are removing accelerator
components. In practice, this requires pre-assembling new girders to be installed in place of the
existing girders (known as girders 1 and 5) on either side of the straight. In addition, a new vacuum
chamber must be prepared and installed for the straight section. These components, illustrated in Figure
[3.2-1] must be installed during a standard APS shutdown, which lasts approximately one month. A
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preliminary schedule, shown in Figure [3.2-2] has been worked out that indicates that this is feasible.

Table [3.2-1) summarizes the components that must be removed and installed. We see that
sufficient spare magnets are available to build up the first set of required girders prior to installation.
Although some reworking of aluminum spacers and utility connections may be required, it will not be
necessary to build new magnets. After that, components will be harvested from the girders that are
removed to build the next set of girders.

Figure 3.2-1. Conceptual layout of components that must be installed for a long straight.

[ April 201 ay 201
Activity Name ?ﬁ.’:ﬁg‘ Start Date |FinishDate| W[ T[F[s|[s[mM[T[w[T[F[s[s[m[T[w][T[F[s[s[m[T[w][T[F[s|[s[m[T[w[T[F[s[s[m
27|28|29(30| 1|2 |3[4|5|6|7|8|9|10[11]12(13]14|15|16|17[18|19[20|21(22]23|24|25|26|27|28(29]30
1 Long Straight Section Installation 258.00 4128111 5/30/11 v
2 | Disconnect Power Systems 4.00 4128111 | 4/28/11 ]
3 [ Disconnect Diagnostics 2.00 4128111 | 4/28/11 [
4 Disconnect Water 3.00 4/28/11 4/28/11 [
5 | Disconnect Vacuum 7.00 4129/11 412911 w
6 Remove Girders 16.00 4/30/11 5/1/11 —y
7 | Survey & Alignment 16.00 5/2/11 5/3/11 —y
8 | Install Pedestals 8.00 5/4/11 5/4/11 -
9 | Survey & Alignment 8.00 5/5/11 5/5/11 -
10| Install Girders 32.00 5/6/11 5/9/11
11| Survey & Alignment 24.00 5/10/11 5/12/11 [ v
12| Install Water 8.00 5/13/11 5/13/11 w
13| Connect Power Systems 4.00 5/14/11 | S/14/11 »
14| Connect Vacuum & Bakeout 112.00 5/14/11 | S/27/11
15| Survey & Alignment 16.00 5/28/11 | 5/29/11 —
16| Connect Diagnostics 2.00 5/30/11 5/30/11 ]
T“‘m 27|28|29|30| 1|2 |3|4|5|6|7|8|09|10/11]12]13]|14|15/16|17|18|19|20|21|22|23|24|25|26|27|28|29]30

Figure 3.2-2. Preliminary schedule showing tasks required for installation of a long straight during a
one-month shutdown, assuming eight-hour work days including weekends. (The April shutdown is used
only as an example.)

As discussed in section [3.2.2.6] the new lattices are more sensitive to orbit displacement in
sextupoles than the existing APS lattices. As a result, it will be necessary to center the orbit in the
sextupoles, which is not presently required. This implies the need to improve the alignment of the
accelerator and beamlines in those locations where the beamlines are now accommodated by large
steering of the electron beam. This can be done gradually (i.e., a few sectors at a time). Steering
tolerances are still under investigation, but preliminary estimates indicate that 23 insertion device
beamlines and 14 bending magnet beamlines will require realignment. This is not part of project scope.
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Table 3.2-1. Simplified Listing of Components that Must be Removed and Installed to Create a Single
Long Straight Section

Component Remove Install Spares available
Accelerator systems:

0.5-m quadrupole 4 4 11
0.8-m quadrupole 2 0 n/a
h/v corrector 4 2 10
sextupole 2 2 11
beam position monitor 6 4 n/a (new components)
magnet girder 2 2 n/a (new components)
vacuum chamber assembly 2 2 n/a (new components)
vacuum system supports - 16 n/a (new components)
ID systems:
vacuum chamber extrusion 1 1 n/a (new components)
beam position monitors 2 2 n/a (new components)
transition end boxes 2 2 n/a (new components)
vacuum chamber supports 2 2 n/a (new components)
vacuum ion pumps 2 2 n/a (new components)
vacuum gauges 2 2 n/a (new components)
3.2.2.2 Lattice Constraints
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Figure 3.2-3. Present lattice functions for the first sector of the APS.

Before describing in detail how the new lattices are developed, we review the properties of
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the present lattice and list constraints that must be satisfied by new lattices. The present APS lattice
functions are shown in Figure Constraints on new lattices include:

e Maximum beta functions in the horizontal and vertical planes of 40 m and 30 m, respectively.
Ideally, maximum beta functions should be as small as possible, particularly at ID transitions, in
order to reduce the effective chamber impedance (see section [3.2.4)).

e Horizontal beta functions at the center of ID straights of between 15 and 25 m. In general, values
close to 20 m are used now and are preferred.

e Vertical beta functions at the center of the ID straights within 50% of (3., = L/2, where L is the
length of the small gap chamber. (I /&~ 2.5m for a normal straight.) This maximizes the vertical
acceptance. The beta function (3. at the end of the chamber is relatively insensitive to the exact
value 3. = Bopt + AB. at the center, being governed by

ABe 1 (A8
b~ 2< 5. ) ! G-

so that (. is within 13% of the optimum value.

o At present the APS effective emittance is 3.1 nm, resulting from a 2.5-nm natural emittance
combined with the presence of dispersion in the straight sections. Because the effective emittance
has been optimized to the present low value, any changes are likely to result in an increase.

This increase should be kept to under ~10%. In order to keep the emittance close to its present
value, the horizontal integer tune should be 36 (the present value) or higher. There is little reason
to raise it above this value, so we’ve elected to keep both tunes close to the present values,

vy = 36.15 and v, = 19.25.

e Because of the need to run with high single-bunch current, APS operates with high chromatici-
ties, which reduces the impact of the transverse mode coupling instability. In 100-mA, 24-bunch
mode, we historically have needed §, ~ 7 and {, ~ 6, while in hybrid mode we require
&x ~ & =~ 11. A newly developed single-bunch feedback system has recently been put into
routine operations [3.2-6]. With this system, the requirement for exceeding 16 mA per bunch is
reduced to &, ~ &, = 9, while {, ~ £, < 8 will be needed for 24-bunch mode at 150 mA. Hence,
we have targeted £ = 9 in our designs.

e We do not intend to upgrade any main accelerator magnets or power supplies as part of the
project. Hence, we must respect existing power supply limits, which give K; < 0.9m~? for
quadrupoles. For most sextupoles, we are limited to Ko < 21.6m~3. We can, if necessary, add
inexpensive “noses” to the sextupole poles as was done already for the S2 family, raising the limit
to 29.8m~? [3.2-7].

e As described in detail below, sufficient dynamic acceptance (DA) is necessary in order to
have efficient injection. Simulations of the present operating lattice indicate that our dynamic
acceptance is -12 to -15 mm on the injection side, as shown in Figure Hence, we attempt
to achieve this value in optimization of new lattices. The dynamic acceptance on the positive side
is less important; we attempt to achieve at least 7 mm. In the vertical plane, we target 1 mm,
which is quite generous compared to the typical rms beam size of 10 pm for the stored beam and
0.2 mm for the injected beam (assuming 10% coupling in the booster).
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Figure 3.2-4. Nominal dynamic acceptance
computed for 50 error ensembles for &, = 7 and
&y = 6. The error bars show the standard
deviation of the DA boundary location.

Figure 3.2-5. Nominal momentum acceptance
computed for 50 error ensembles for £, = 7 and
&y = 6. The error bars show the standard
deviation of the boundary location. An rfvoltage
of 9 MV is assumed and is the limiting factor in
determining the momentum acceptance.

Although APS runs in top-up mode [3.2-8] and can therefore tolerate a somewhat short beam
lifetime, there are limits both in the amount of charge and frequency of injections. Ideally, to
avoid disturbing experiments, we would inject no more frequently than every 120 seconds,
although in hybrid mode at present we inject every A7; = 60 s. While our injector is nominally
capable of delivering AQ; = 6 nC per shot, a value of 3 nC is routinely available. The minimum

workable lifetime is
QAT

T AQ
where (); is the total stored charge, and 7; is the injection efficiency. At 150 mA and 80%
efficiency, this gives Tyin = 3.8 h for a 60-second top-up interval.

(3.2-2)

Another consideration is the droop in the charge in each bunch between injections, which should
be kept to a minimum. This is given by

—BAT;

D=1—e"7 ,

(3.2-3)

where B is the number of stored bunches. If the lifetime is only 3.8 hours for 24 bunches, we
would have D = 0.1, or a 10% droop. This is probably acceptable, but clearly having a longer
lifetime is desirable, if for no other reason than to prevent radiation damage of components.

The lifetime is strongly affected by the local momentum acceptance (LMA), described in detail
below. The reference LMA for the present APS lattice is shown in Figure [3.2-5] This is sufficient
to provide lifetimes of 8 to 9 hours at 100 mA in 24 bunches for our nominal vertical emittance
of 40 pm.
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3.2.2.3 Dynamic and Momentum Acceptance

As alluded to above, in addition to designing appropriate linear optics, we must control the
nonlinear dynamics of the lattice in order to obtain adequate dynamic and momentum acceptances. We
will begin with an explanation of the meaning and importance of these quantities.

Dynamic acceptance (DA) is characterized by the area in horizontal and vertical space into
which particles may be injected and survive as stored beam. Thus, the importance of the dynamic
acceptance is that it is a primary determinant of the injection efficiency. In the APS, we inject in the
horizontal plane, i.e., with non-zero residual amplitude in the horizontal motion, so the horizontal
dynamic acceptance needs to be much larger than the vertical. In addition, because we inject from
inside the ring, the horizontal acceptance on the negative side is more important than on the positive
side.

Dynamic acceptance is determined by tracking particles with increasing initial horizontal
(x) and vertical (y) amplitudes until the boundary between survival and loss is found. This process
is illustrated in Figure A series of n line searches are conducted beginning at the origin. The
coordinates along the lines are simply

r = Rcosoy, 3.2-4)
= Rsin¢,, (3.2-5)
where ¢,, = nm/L for an L-line search. For each line, we wish to find the smallest R, Rg4,, at which
a particle will be lost within N turns. To do this, R is increased in small steps AR until a loss is seen

within N turns. The step interval AR is then subdivided to refine the determination of Rg,. The set of
(z,y) points resulting from the determination of Ry, for each line defines the DA boundary.

f

Figure 3.2-6. Illustration of the method used to determine dynamic acceptance. Particles are launched at
intervals along a series of lines beginning at the origin. After a loss is seen, interval subdivision is used to
refine the determination of the minimum acceptance required for loss. The (x, y) location of first particle
loss defines a point on the dynamic acceptance boundary.

Momentum acceptance is characterized by the maximum momentum displacement that a
particle can undergo and still survive. In general, this quantity varies as a function of position around
the ring, as well as for negative and positive momentum displacements. Hence, we are interested in the
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local momentum acceptance characterized by two functions 6, (s) and d,(s). These give, respectively,
the maximum fractional negative and positive momentum displacements that a particle may experience
at location s and still survive a chosen number of turns. These functions are primary determinants

of the Touschek lifetime, which is the dominant lifetime-limiting mechanism in the APS and other
third-generation light sources.

The method used to determine 4y, ,(s) [3.2-9] is similar to that used for determining the
dynamic acceptance. At the exit of selected elements (i.e., at selected s positions), particles are given
increasing positive or negative momentum kicks, then tracked N turns. When a loss is seen, the step
size is decreased to refine the determination of the boundary.

For both DA and LMA determination, particle tracking must include not only the effects of the
magnets, but also longitudinal motion, radiation damping, physical apertures, and errors.

Longitudinal motion: The need for longitudinal motion (i.e., motion in the rf bucket) in the case of
the LMA is clear, since the momentum acceptance may be determined either by transverse dynamics or
the rf acceptance +¢,¢. This is particularly the case with the APS, where we operate with relatively low
rf voltage giving an € ~ +2.3%. In the case of DA, we have observed some sensitivity to longitudinal
motion, which results from the small path-length dependence on the betatron amplitude.

Radiation damping: Radiation damping must be included in the model for several reasons. First, it
may increase the DA or LMA by damping the growth of particle motion near the stability boundary.
Second, it stabilizes the determination of the acceptance by sweeping the particle’s amplitude over

a small range. This ensures that an unstable amplitude is not “stepped over” in the search. For this
reason, in computing the LMA it is advisable to choose a momentum step size A¢ that is smaller than
€ f(l — e N/ 76), where T, = 3.68 s is the revolution time and 75 = 4.8 ms is the longitudinal
damping time. For APS, we typically take N = 400, which means that over 25% of the initial
momentum displacement decays away in the course of the simulation. A third reason for including
damping in LMA simulations is that this large momentum slew potentially sweeps the particle past
many resonances, the effect of which would be missed if radiation damping was omitted. Similar
reasoning applies for DA determination, where radiation damping results in a rapid drop in amplitude
that may result in sampling resonances due to the tune shift with amplitude.

Physical apertures: Although we commonly speak of the “dynamic aperture,” what we are in fact
interested in is the dynamic acceptance, which is the aperture including both dynamic and physical
limits. Often, we find that the effective aperture is smaller than the physical aperture, which may lead
to the erroneous conclusion that the physical aperture is not important. Including small vertical physical
apertures is particularly important when there is coupling of horizontal and vertical motion, as it can
result in significant reductions in the horizontal aperture. All simulations include realistic physical
apertures unless otherwise stated. In particular, in the case of the long straight sections, the simulated
apertures include the effect of the longer ID chamber.

Inclusion of errors: Inclusion of errors refers not only to multipole errors resulting from magnet
imperfections, but, far more importantly in the case of APS, to random errors in the strength and
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alignment of magnets. For example, without errors the effect even of the half-integer resonance may
not be seen in a tracking simulation. Similarly, without errors we would not have coupling between
the horizontal and vertical planes, which is well known to strongly affect the dynamic acceptance of
light sources with small-vertical-gap insertion devices. Hence, we must include lattice errors in the
simulations.

Effective methods exist for correcting linear optics [3.2-10] and coupling (e.g., [3.2-11-3.2-13]),
which are important in light sources because of the small insertion device vertical apertures. In the
APS, for example, we correct lattice function errors to the 1% rms level [3.2-3] and coupling to the 1%
level. These are commonly achieved in modern storage rings.

It would seem that in order to be realistic, we must not only include errors, but also correct
those errors using real-world techniques. However, correction is not essential in the simulations. Once
correction is performed, we are left with residual errors of a certain level. Instead of modeling relatively
large errors with correction, we can simply use smaller random errors that give lattice function and
coupling errors at post-correction levels. This neatly sidesteps a considerable complication. We have
found that assuming quadrupole and sextupole strength errors at the 0.02% rms level and tilt errors
at the 0.05 mrad rms level give lattice errors at or above the desired level. It is then only necessary
to apply a coupling correction algorithm to emulate our operational method of setting of the vertical
emittance.

3.2.2.4 Optimization Technique

The requirements set down in the previous section are a mixture of linear optics constraints
and constraints that depend on nonlinear properties of the lattice. The latter are, of course, controlled
through adjustment of the sextupole magnets. A very common approach [3.2-14] to optimization of
sextupole settings is to minimize various resonance driving terms, which in turn minimizes tune shifts
with transverse amplitude d"v, ,/dA} , and momentum offset d"v, ,/dé". However, as described in
the last section, we operate the APS with chromaticities dv,, /dd that are considerably different from
zero. Hence, the utility of minimizing the higher-order chromaticities is doubtful. Indeed, we very
likely need to employ significant higher-order terms to minimize the size of the tune footprint over the
desired momentum acceptance.

The issue is less obvious in the case of the amplitude-dependent tune shifts. However,
experience has shown that small amplitude-dependent tune shifts are not always optimal, depending on
the proximity of the working point to strong resonances. In some cases, we have found that a large tune
shift with amplitude can defuse a resonance by preventing quasi-stable particles from remaining on the
resonance.

Even when it is applicable, the traditional method of sextupole optimization does not guarantee
good DA and LMA. If it did, we would not need tracking simulations to validate the sextupole
configuration, and yet such simulations are universally used. Informed by these observations, we have
developed a new technique [3.2-4,3.2-5] for sextupole optimization that relies on tracking simulations
directly. It is made possible by the availability of relatively inexpensive computing clusters and fully
scriptable accelerator simulations.

Although our method could use any tracking code, the ability to create fully scripted
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simulations is essential, since matching and tracking must run without human intervention. Thus,
we use the tracking program elegant [3.2-15,3.2-16], as well as the SDDS Toolkit [3.2-17] and
geneticOptimizer [3.2-18].

In this method we use many computers simultaneously to evaluate the DA and LMA for
various lattice tunings (e.g., tunes and sextupole settings). As described above, DA and LMA
computation includes radiation damping, synchrotron oscillations, and physical apertures. After
completion of a sufficient number of evaluations, a genetic algorithm is used to “breed” more candidate
configurations based on the best configurations seen so far. The process continues until a sufficiently
good solution is obtained or until the results stop improving.

As mentioned above, it is important to include errors in the DA and LMA simulations. In
order to have a hope that the optimization will converge, it is of course essential that the errors remain
unchanged for each evaluation. Hence, we optimize with a single, fixed ensemble of errors. It is
always possible that we may choose an error ensemble that happens to provide atypically good results.
We guard against this possibility by evaluating the optimized configuration with a large number of
ensembles.

Any optimization requires one or more penalty functions. In the work reported here, we used a
multi-objective optimization. The objectives are derived from the DA and lifetime.

Dynamic Acceptance Penalty Function: While the DA is frequently computed, quantitative use of
the acceptance is uncommon and can be fraught with uncertainty. Typically, we quote the horizontal
acceptance as a single number but do not quantify the shape of the acceptance. Such a number could
well be highly misleading. However, in order to optimize DA, we must obtain one or a few quantities
that clearly indicate how good a solution is. Our approach is to use the area of the DA, but to compute
it with certain restrictions that ensure it is a useful quantity.

One potential pitfall of using the DA area is that the optimizer might provide a useless solution
with large vertical acceptance and small horizontal acceptance. This can be prevented by simply not
scanning the vertical coordinate beyond the minimum requirement. This prevents the algorithm from
“seeing” any vertical DA that exceeds requirements.

Another potential pitfall is that the acceptance may not have a smooth shape. In some instances
depending, for example, on the strength of coupling resonances, one might find useless protrusions that
enlarge the area but that are not useful for injection. We avoid this by applying a clipping algorithm to
the DA boundary, as illustrated in Figure [3.2-7]

A third potential pitfall is that the acceptance may be enlarged at = > 0 at the expense of z < 0
(at APS, we inject on the x < 0 side). We avoid this by clipping off any DA that extends beyond z =7
mm, which provides generous room for oscillation of the stored beam due to our mismatched kicker
bump.

With these restrictions and modifications, we have found that the area of the DA, Ay, is a
robust indicator of a good solution. Because we wish to maximize this area, the related objective
function is —Ay.
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Figure 3.2-7. Illustration of the behavior of dynamic acceptance boundary clipping method. The black line
shows the original dynamic acceptance boundary, while the red line shows the clipped boundary.

Lifetime Penalty Function: The Touschek lifetime can be computed from the LMA, the

Twiss parameters, the beam emittances, and the bunch charge. We do this using the program
touschekLifetime [3.2-19]. This program uses the Twiss parameters and LMA computed by
elegant and applies Piwinski’s formalism [3.2-20].

In order to reduce the computer resource requirements, we do not compute the LMA at the exit
of every element. Instead, we compute the LMA at the exit of the S1, S3, and S4 sextupoles in the
first six (of 40) sectors. Experience shows this is representative of the LMA around the ring. In order
to compute the Touschek lifetime, we simply assume that the LMA repeats the same pattern in the
subsequent 34 sectors. We check out results in ensemble evaluation by determining the LMA at the exit
of all sextupoles.

The objective function related to the Touschek lifetime 7 is —77, since we want to maximize
the lifetime.

In many cases, optimization of the lifetime results in a relatively small momentum-dependent
tune footprint that avoids major resonances, such as the integer, half-integer, and main coupling
resonances. However, in some cases we have seen stable half-integer resonance crossings, which
apparently are possible because of strong coupling between the planes and/or large tune shift with
amplitude. Observation of phase-space trajectories for such crossings shows an exchange of amplitude
between the planes, as well as mitigation of the effects of the resonances due to fairly rapid synchrotron
motion and, presumably, large tune shifts with momentum and amplitude.

In spite of this, we elected to disallow crossing the half integer resonance. We did this by
modifying the LMA computation to “cap” the momentum acceptance at the momentum deviation that
corresponds to the resonance crossing, if any. This requires that we first track a series of off-momentum
particles to determine their tunes. This adds only a small amount of additional running time. The
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momentum acceptance cap is accepted as an additional parameter by touschekLifetime.

Tune Variation: Variation of the tunes is important in finding an optimal solution. In the case of
complex lattices with many different types of sectors, this can be challenging. In the present APS
lattice, we have three types of sectors: ordinary user sectors, which include Decker distortion [3.2-1];
special user sectors with reduced horizontal beam size (RHB); and non-user sectors, which do not
have Decker distortion. Of the 40 sectors in the ring, a least 33 are ordinary user sectors while five are
non-user sectors. Changing the working point is thus relatively simple, even using a quadrupole knob
for the ordinary sectors.

When the lattice becomes more complex, this is not true. In particular, with long straights
we have reduced the ability to change the tunes while satisfying other constraints, such as maximum
beta functions, lattice functions at straight sections, and uniformity of phase advance, not to mention
preventing the effective emittance from increasing appreciably. For complex lattices, the most robust
approach is to perform matching of the entire ring at once, which can be time consuming. If we must
perform such matching for each configuration during the optimization, it can easily add 25% to the
running time.

Instead, we chose to make a grid of solutions covering the tune plane on v, : [36.1,36.4]
and v, : [19.1,19.4] with a spacing of 0.01. We started by creating a single solution by matching
individual sector types “by hand.” We then gradually covered the tune plane by working our way
outward from this starting solution, taking steps of no more than v, = 0.01 and v, = 0.01. This
can be done on a cluster in a matter of a few hours, depending on the difficulty of the lattice. Once
we had this grid of solutions, we created a table of quadrupole strengths as a function of tunes. We
then created a new solutions by performing two-dimensional interpolation as a function of the tunes.
Tests showed that the resulting interpolated solutions were very well behaved. This process was made
relatively straightforward by the fact that elegant saves and loads lattice data in self-describing data
set (SDDS) files [3.2-17,3.2-21,3.2-22], which allowed collation and interpolation of the quadrupole
strength table without writing any new code, using the SDDS toolkit programs.

Details of the Algorithm: Having reliable objective functions is perhaps the most important part
of any optimization. This has been covered in the previous subsections. Here, we discuss several
details of the optimization algorithm itself, which is implemented in the geneticOptimizer Tcl
script [3.2-18]. The algorithm is as follows:

1. Create N randomized configurations. Typically, these are “small” perturbations from a reasonable
starting point, e.g., a previous similar configuration or the present operational configuration. N
varies depending on the computing resources available. Typically, we have N ~ 100, but have
used N > 1000 for some of the work reported here.

2. Submit N jobs to a cluster to evaluate the configurations.

3. Wait until at least M (e.g., 4 to 10) configurations are newly completed. (Note that the running
time is not the same for all configurations, since a small DA/LMA takes less time to simulate.)

4. Collect information on all completed configurations.
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5. If the best configuration is adequate, stop. Otherwise

(a) Perform a nondominated sort to find the first-rank solutions.
(b) Determine how many open slots P are available.
(c) For each open slot:

i. Randomly select two configurations from this group to act as “parents.”
ii. Randomly blend the attributes of the parents to “breed” a new configuration.
iii. Submit a new job to evaluate this configuration.

6. Wait for at least one job to complete.

7. Return to step 4.

The quantities N, M, and P have been determined in only a rough fashion based on experience,
rather than any systematic program of study.

3.2.2.5 Optimization Results

We began with optimization of a configuration with four LSSs in locations required for planned
beamline upgrades. In particular, LSSs were placed in straight sections 1, 5, 7, and 11. Since the
LSSs are nonsymmetric locations, we refer to this lattice as 4NLSS. The linear optics is reflection
symmetric for the two sectors on either side of each LSS. For example, Sector 1 (a short-to-long
sector) and Sector 2 (a long-to-short sector) quadrupoles are mirror images of each other. However, the
sextupoles are allowed to vary without this symmetry constraint, which has been found to be essential
in getting good solutions [3.2-16]. The sextupoles are not necessarily the same in all sectors with the
same sequence of quadrupole strengths (as seen by the beam), although this is our starting assumption.
Hence, since there are seven sextupoles per sector, we have at least 14 independent sextupole variables
for the long-to-short and short-to-long sectors.

In addition to the sectors surrounding the LSSs, we need solutions for ordinary sectors having
short straights at each end. Two such solutions are needed, one for the (normal) Decker-distorted
sectors and one for the non-Decker sectors (which are used for machine operation and have no
beamlines). Although the linear optics in these sectors are very similar, we allowed the sextupoles to
vary independently. This provides 14 additional sextupole variables, two of which are used to set the
chromaticities.

The physical aperture limit in APS is the small-gap ID vacuum chamber in Sector 4, which
has a vertical aperture of £ 2.4 mm and a horizontal aperture limit of 15 mm on the inboard side. For
reasons we’ll see below, it is helpful to allow the sextupoles bracketing this straight section to vary
independently of others, which adds a further 14 free sextupoles. Finally, as mentioned above, we also
allow the tunes to vary, bringing the total number of variables for this optimization to 42.

Starting from the nominal, symmetric sextupoles for a symmetric linear solution, we optimized
these sextupoles for target chromaticities of £, = £, = 3. Once a satisfactory solution was obtained, we
raised the chromaticity in steps A = 2 up to & = 9. Figures and show the linear optics for
this configuration, while Figures [3.2-10| and [3.2-11] show the dynamic and momentum acceptances.
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It is of interest that the dynamic acceptance in this lattice is enlarged on the negative x side
compared to the lattice without long straight sections. Indeed, the dynamic acceptance is larger than
the nominal limiting physical aperture (described above), which results from a curious distortion of
the phase-space ellipses between the injection point at the end of Sector 40 and the location of the

minimum aperture (which is -15 mm in the horizontal at straight section 4). This could only be brought

about through adjustment of a significant number of sextupoles between the injection and limiting
aperture points, which is what we have in the present case, as Figure [3.2-12] shows.

Since a workable 4NLSS lattice has been obtained, we move next to add the required optics for

the short-pulse x-ray scheme (see section [3.5)), known as SPX. The center of the SPX system will be
straight section 6. Because of the length of the cryomodules for the deflecting cavities, we need long
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Figure 3.2-12. Distortion of horizontal phase space in the four LSS lattice with §, = &, = 9. Shown are
the particle coordinates at the ends of Sectors 40 (injection point) and 4 (minimum aperture point). The
phase space is distorted in such a way that the effect of the limiting horizontal aperture of -15 mm at $4 is
diminished.

straights in Sectors 5 and 7. This not only allows accommodating the cryomodules but still permits
sufficient space for insertion devices in those sectors. As discussed in section [3.5.1] the vertical betatron
phase advance between the deflecting cavities in straights 5 and 7 must be 360°. Fortunately, the
nominal vertical tune for the APS is 19.3, so we are close to this value already.

There are four possible placement options for the cavities. For example, we could have cavities
in the upstream half of straights 5 and 7, which we refer to as US+US. We could also have DS+DS,
DS+US, and US+DS. We present results here for the DS+DS configuration, which involves the least
significant changes in the optics and minimizes interference between the cryomodules and the bending
magnet beamline.

We started with the solution from the 4NLSS optimization and determined linear optics to
satisfy the SPX requirements with tunes that are close to the previous optimum values. We then
performed optimization of the 14 interior sextupoles (i.e., those in Sectors 6 and 7) to control vertical
emittance growth due to the deflecting cavities (see section [3.5.3). We then developed full-ring
linear optics for a tune grid, as described above. Finally, we performed optimization of the exterior
sextupoles. During this optimization the interior sextupoles were fixed, which was found to be
acceptable given the small changes in the linear optics of sectors 6 and 7 that are introduced as we
change the overall tunes. The total number of independent variables in the optimization was again 42.

The linear optics for the region surrounding the SPX straight is shown in Figure [3.2-13] Figures
[3.2-14] and [3.2-15| show the dynamic and momentum acceptance for 50 ensembles with {, = §, = 8. A
solution also exists for {, = &, = 9, but it suffers from slightly marginal lifetime. Further optimization
of this solution may be possible by introducing additional free sextupoles. One possibility is allowing
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different short-to-long and long-to-short sectors to have different sextupole strengths.
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Figure 3.2-13. Detail of optical functions for solution with four LSS and SPX. Here we show the functions

for the SPX sectors, which starts and ends with long straights while having a short straight in the center
straight.
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Figure 3.2-14. Dynamic acceptance from 50 Figure 3.2-15. Momentum acceptance from 50
ensembles for the lattice with four LSS + SPX and ensembles for the lattice with four LSS + SPX and
&x = & = 8, superimposed on the frequency map x =& =8

for the machine with no errors.

Finally, we have performed optimization for the 4NLSS + SPX lattice with the addition of
reduced horizontal beam size (RHB) in one location (Sector 20). Using the quadrupoles in Sectors 20
and 21, we adjusted the linear optics to target a horizontal beam size of 170 um, which is about 60%
of what is delivered in a normal straight section. The linear optics for the insertion is shown in Figure
[3.2-16] The sextupoles in Sectors 20 and 21 were allowed to vary independently. This gives a total of
56 independent variables for the DA/LMA optimization. Figures [3.2-17] and [3.2-18| show the dynamic
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and momentum acceptances, respectively, for chromaticities of 7. While the dynamic acceptance is
sufficient, the momentum acceptance is noticeably reduced. Again, this has so far prevented raising the
chromaticities to the desired value of 8. Work on this configuration continues.

Table [3.2-2] compares the parameters of the four lattices. We see that the effective emittance
increases by less than 1% going from the present lattice to the final lattice. The split between the
horizontal and vertical tunes is generally larger than is typical in operations. (See section [3.2.2.6] for

more discussion of this point.)
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Figure 3.2-16. Detail of optical functions for solution with four LSSs, SPX, and RHB. Here we show the

functions for the RHB sectors.
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Figure 3.2-17. Dynamic acceptance from 50

ensembles for the lattice with four LSSs + SPX +

RHB and &, = &, = 7, superimposed on the
frequency map for the machine with no errors.
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Figure 3.2-18. Momentum acceptance from 50
ensembles for the lattice with four LSSs + SPX +
RHB and §; = &, = T7.
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Table 3.2-2. Comparison of Major Parameters of the Four Lattices

Now 4NLSS 4NLSS+SPX 4NLSS+SPX+RHB  Units

Coy =T7,6 §=9 §=8 §=17
Betatron Tunes
Horizontal 36.127 36.100 36.119 36.112
Vertical 19.248 19.352 19.295 19.246
Lattice functions
Maximum [, 29.613 36.154 36.854 34.329 m
Maximum 3, 25.705 29.018 25.200 29.791 m
Maximum 7, 0.224 0.238 0.241 0.267 m
Average (3, 13.656 13.737 13.952 13.915 m
Average (3, 15.173 16.071 14.366 15.150 m
Average 1, 0.156 0.154 0.144 0.143 m
Radiation-integral-
related quantities at 7
GeV
Natural emittance 2.479 2.578 2.728 2.729 nm
Energy spread 0.096 0.096 0.096 0.096 %
Horizontal damping 9.626 9.626 9.626 9.626 ms
time
Vertical damping time 9.631 9.631 9.631 9.631 ms
Longitudinal damping 4.817 4.817 4.817 4.817 ms
time
Energy loss per turn 5.353 5.353 5.353 5.353 MeV
Standard ID Straight
Sections
Effective emittance 3.186 3.234 3.218 3.211 nm
B 20.092 20.058 20.547 20.814 m
Na 0.189 0.180 0.155 0.155 m
By 3.088 2.724 3.180 2.994 m
Miscellaneous parame-
ters
Momentum compaction ~ 2.831 x 10™% 2.835 x 107* 2.819 x 10~* 2.823 x 1074
Damping partition J,, 1.001 1.001 1.001 1.001
Damping partition .J,, 1.000 1.000 1.000 1.000
Damping partition Js 1.999 1.999 1.999 1.999

Table [3.2-3] gives a comparison of the predicted lifetime for the four lattices for various fill
patterns. For each lattice, the lifetime is computed for each of the 50 ensembles. Variations in lifetime
result from variations in the momentum acceptance and the effectiveness of coupling correction. The
median gives a prediction of the most likely lifetime in operations, while the 5" percentile gives a

3—24



APS-U Conceptual Design Report Chapter 3
3.2.2 Lattice Design

prediction of the lowest likely lifetime. That is, the probability is 95% that we will have lifetime greater
than this value. All the lattices have median and 5" percentile lifetimes above our requirement of 3.8
hours for the 150 mA, 24 bunch patterns.

However, the lattice with RHB does not clearly have sufficient chromaticity to be workable
at 150 mA. Optimization of this configuration is on-going. This lattice also does not have sufficient
chromaticity for hybrid mode. Given that SPX will not be operated in hybrid mode, one solution is
to develop a 4NLSS+RHB lattice for use in hybrid mode. Such a configuration should be easier to
optimize.

We list the 150-mA, 324-bunch mode evaluated with the high chromaticity required for the
24-bunch mode. The lifetime is quite long in spite of the excessively high chromaticity, which provides
an operational convenience as it obviates the need to change sextupoles when changing between the
24- and 324-bunch fill patterns. Presently, the 324 bunch mode does not require top-up. However, if
we reduced the vertical emittance to, say, 10 pm, the lifetime would drop to about 20 hours, which
would require occasional top-up. This mode would provide significantly higher brightness than the
other modes, owing to the low coupling.

Table 3.2-3. Comparison of Computed Lifetimes for Various Lattices and Fill Patterns. For each fill
pattern, the median and 5™ percentile lifetimes are shown for all lattices. The median vertical emittance is
35 pm. Note that SPX will not be operated in hybrid mode. In addition, the 324-bunch mode does not
require significant chromaticity, but operationally it is convenient to use the same values as those used for
the 24-bunch mode.

Now 4NLSS 4NLSS+SPX 4NLSS+SPX+RHB

gx,y:776 §=9 §=38 §=17
h h h h

100 mA/24
median 9.2 8.1 8.7 1.3
5t percentile 8.6 5.6 6.9 6.2
150 mA/24
median - 6.1 6.5 5.5
5t percentile - 4.2 5.2 4.6
16 mA (hybrid)
median - 3.2 - -
5" percentile - 2.2 - -
134 mA/56 (hybrid)
median - 12.1 - -
5t percentile - 8.4 - -
150 mA/324
median 433 39.2 41.3 35.9
5" percentile 40.9 28.9 34.3 31.6
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3.2.2.6 Experimental Tests

Because the APS has independent power supplies for all quadrupoles and sextupoles, it is
possible to mock up a long straight section. This is done by setting to zero the power supplies for the
Q1 magnets on either side of the target straight section. This reduces the quadrupole strength to K,
=-0.006 m~2, compared to a maximum strength of 0.9 m~2 [3.2-7]. Using the same techniques as
discussed in the previous section, we can optimize the linear and nonlinear properties of the lattice to
obtain a configuration with large predicted dynamic acceptance and lifetime. Such optimizations were
carried out for a series of mock-up lattices corresponding to each of the configurations described in the
previous subsection. In addition, we have experimentally tested two of the mock-up lattices, known as
8NLSS and 8NLSS+SPX+RHB. These optimizations assumed eight LSS, because that was the original
concept. Due to the time required to perform experimental studies, the lattices with four LSSs have not
been tested. However, they will almost certainly have performance that is at least as good as the lattices
with eight LSSs.

Here we need to mention that it has been APS policy from the beginning of operation to allow
large user-requested beam steering. Over time the storage ring and beamlines have settled, and, at many
locations, the steering has accumulated to several millimeters of orbit distortion. This orbit is called
“user orbit” and deviates from the centers of magnets significantly. This would have been a big problem
for the storage ring optics, but fortunately the APS has separate power supplies for all quadrupoles
(and sextupoles). As long as the optics is regularly corrected, there seems to be no significant negative
effects from operating on a significantly non-zero orbit.

The first step in our experiments was to test the simpler SNLSS lattice. We started by setting
this lattice up on the “user orbit.” Lattice setup includes installing new quadrupole and sextupole
setpoints, correcting the orbit, measuring and correcting the beta functions and dispersion, adjusting
the coupling, and optimizing the injection efficiency. In this experiment, we found that we could
not improve injection efficiency above 40% or store beam current above 40 mA. We performed
a lifetime vs betatron tunes scan and found a strong resonance line at 2v, — v, = 53. This is a
skew-sextupole-type resonance that is excited when large coupling is present.

To reduce this resonance, we next set the lattice up on the “reference orbit,” i.e., the orbit going
through the centers of the magnets. We repeated the lifetime vs tunes scan and confirmed that the width
of the resonance 2v, — v, = 53 was reduced. We were able to achieve injection efficiency of 90%,
which is almost as good as for the symmetric APS lattice. The lifetime was 9 hours at the operational
values of 1.5% coupling and 100 mA current. Since we only need a lifetime of about 5 hours, in
order to maintain 100 mA with top-up, this lattice looks quite workable. The inferred lifetime at 150
mA (scaling as 1/1 2/3) is over 6 hours, which is workable with a 60-s top-up interval (see Equation

(B.2-2).

This result implies that we will have to realign beamlines to allow elimination of large orbit
offsets in the accelerator magnets. Steering tolerances are still under investigation, but preliminary
estimates indicate that 23 insertion device beamlines and 14 bending magnet beamlines will require
realignment. This can be done gradually (i.e., a few sectors at a time) and could be started prior to
installation of any long straights, in order to save time. This is not part of project scope.

Although the test was successful and shows that the SNLSS lattice is suitable for user
operation, there was one issue: The optimization process suggested betatron tunes of 36.11 and 19.28.
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We first set up a lattice with such tunes but later found that moving the tunes to the usual APS working
point of 36.16 and 19.22 provides for better lifetime. This was not the first time that the optimization
suggested tunes that were not optimal for the real machine. We think there is some feature in the real
machine not included in our model, that makes the usual APS working point better in terms of lifetime
than the one suggested by the optimization. Several steps are being taken to investigate this issue:

e Addition of fringe field modeling for multipoles.
e Improvement of fringe field model for dipoles.

e Remeasurement of one quadruople and sextupole of each type to characterize fringe fields and
excitation curves. There is some suspicion that the excitation curves for the S2 sextupole family
may be in error.

e Improvement of the coupling correction algorithm used for the experiments.

The next step was to test the SNLSS+SPX+RHB lattice. As a starting point, we used the
8NLSS lattice on the “reference orbit.” We obtained better than 80% injection efficiency, but the
lifetime was shorter than expected. We again performed the lifetime vs tunes scan and found that, at
the best point, the lifetime was only 4.5 hours at 100 mA. We anticipate that having better coupling
correction (using the response matrix fit, see section might improve the lifetime, since this has
been observed in simulations.

3.2.2.7 Remaining Work

The lattice work is well advanced and shows that the desired configuration with four
nonsymmetrically placed long straight sections is generally workable. The configuration with SPX and
RHB included is more challenging, and more work remains to obtain a fully satisfactory result. One
possibility is that we will find that SPX and RHB combined are not compatible with high chromaticities
(i.e., above 7). Hence, we will develop a lattice variant that includes only RHB for use during hybrid
mode, since SPX cannot operate in hybrid mode in any case. It is also possible that hybrid mode may
only be compatible with the “plain” 4NLSS lattice that lacks SPX and RHB. Since hybrid mode is used
only a small part of the time and is incompatible with SPX operation in any case due to large phase
transients, this should be an acceptable compromise.

In addition, we need to understand why the experimental test of SNLSS+SPX+RHB gives
shorter lifetime than the simulations. One reason could be that the experiments use a less sophisticated
method for coupling correction, which can be readily improved (see section [3.2.3.2). Another
unresolved issue is why the computer optimization always tends to place vertical betatron tune close
to 19.3 while in the experiment we find that a lower tune gives better lifetime. This issue might not be
very important as long as we are able to achieve suitable lifetime in the mock-up lattices.

One special issue that has to be addressed during the tests is the changed physical aperture at
locations of LSSs. Presently the small-gap vacuum chambers have a length of 5 m; after the upgrade
the small-gap vacuum chambers at LSS locations will have the length of 7.8 m. Due to the beta
function increase in a drift space, that would lead to decreased acceptance of such vacuum chambers.
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We will mock this up by moving the orbit closer to the vacuum chamber wall such that the distance
from the beam orbit to the wall would be the same in terms of the beam size:

02.5m

Dyery =G (3.2-6)

03.85m ’
where G is vacuum chamber half-gap, o is vertical beam sizes at 2.5 m or 3.85 m from the center of
the long straight section. For an 8-mm vacuum chamber, it means moving the orbit towards one of the
walls by 0.25 mm.

As a part of the experimental tests and investigation of the observed discrepancies, we plan
to perform thorough benchmarking of our ability to predict nonlinear behavior of the lattice. We’ve
performed comparisons of some parameters during various studies, and no significant disagreement
was found. However, no systematic benchmarking has done recently. Crucial for any benchmarking is
good knowledge of the linear lattice, and APS is well equipped with response-matrix-fit-based linear
lattice calibration tools. A study plan has been developed to compare as many lattice parameters as
possible with the model. This work is on-going. After completion we will better understand our ability
to predict lattice performance.

3.2.3 Coupling Control
3.2.3.1 Introduction

The brightness of a synchrotron radiation source is inversely proportional to the transverse
beam emittances. In third-generation synchrotron light sources the horizontal emittance is defined by
the equilibrium between radiation damping and quantum excitation, and a great deal of research is
devoted to the minimization of the horizontal emittance in storage rings.

In an ideal planar storage ring, there are no vertical bends and therefore no deliberately
produced vertical dispersion. In a real machine, there are multiple sources of vertical dispersion,
including small tilts of the horizontal bending magnets and coupling of the horizontal dispersion via
tilted quadrupoles and vertically misaligned sextupoles. The spurious vertical dispersion is usually much
smaller than the horizontal dispersion and can be made even smaller using correcting skew quadrupoles.
Thus, the impact of quantum excitation and the subsequent emittance in the vertical plane is much
smaller than in the horizontal. Another source of the vertical emittance is coupling between motion
in the horizontal and vertical planes. Both of these effects can be minimized by performing better
alignment of the storage ring magnets and by applying beam-based corrections using skew quadrupoles.
The smaller these effects, the smaller the vertical emittance, and therefore the higher the brightness of
the light source.

Another source of vertical emittance is coupling of betatron oscillations between the horizontal
and vertical planes. This coupling also affects beam dynamics during injection. In third-generation
light sources the vacuum chambers have very small vertical gaps (for installation of various insertion
devices — undulators and wigglers). Since the injection process requires a large aperture, injection is
performed in the horizontal plane, where insertion devices do not limit the available aperture. However,
due to coupling between planes, large horizontal beam oscillations during injection can transfer into the
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vertical plane, resulting in loss of beam on small-gap vacuum chambers. Again, skew quadrupoles can
be used to reduce these effects, as can improved alignment of quadrupoles and sextupoles.

The coupling between horizontal and vertical planes is introduced by skew quadrupole gradients
that can be generated by small tilts ¢ of quadrupoles:

qu =K ¢7
or with nonzero vertical orbit y, in sextupoles:

1 9°By,

K = —prwya

Some insertion devices can also be sources of coupling. Dedicated skew quadrupole magnets are
used to compensate the effect of all unwanted coupling sources. They can also be used, of course, to
increase the coupling and vertical dispersion.

Indeed, in a perfect machine we would be forced to do this in order to avoid extremely small
vertical emittance. At the APS and other third-generation sources, the electron-beam lifetime is defined
by the Touschek scattering and is proportional to the beam volume. Thus, having very small vertical
beam size means having very short lifetime. Even though the APS can tolerate short lifetime due to
top-up operation, there is still a limit on how short the lifetime can be. Therefore it is crucial to have
a good control of both vertical dispersion and coupling of beam motion in order to maintain a careful
balance between the contradicting requirements of good injection efficiency, high brightness, and long
lifetime.

3.2.3.2 Issues for Upgrade

In order to control the vertical emittance and coupling, one must have a good measurement of
both and the ability to control each separately. At the APS we deduce the emittance ratio from the ratio
of horizontal and vertical beam sizes measured on the diagnostics beamline in Sector 35. We control it
using 19 skew quadrupoles located in every second sector (with one missing in the injection area). The
present coupling correction algorithm consists of three steps:

1. Minimize the vertical dispersion. This is done using the measured vertical dispersion by
computing the required skew quadrupole strengths using singular value decomposition (SVD).

2. Minimize the vertical beam size. This is done by using an optimizer that adjusts the skew
quadrupoles in a pattern determined by the two orthogonal phases of the main coupling harmonic
(Ve —vy =36 —19 = 17).

3. Add vertical dispersion to achieved desired vertical emittance. This is done by adding skew
quadrupole current at the 0" harmonic, which ideally gives the same pattern of vertical dispersion
everywhere while driving the coupling resonance as little as possible.

This quick and convenient procedure allows us to control the global ratio of emittances but not the
local beam tilts in each sector. The goal of the upgrade with respect to coupling is to enable local
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measurement and control of the vertical emittance and beam tilts. Ideally, we’ll provide the possibility
of using lower coupling, presumably in 324-bunch mode where the lifetime will accommodate it.

Local measurement of the coupling is possible using a response matrix fit. The response matrix
fit detects all skew quadrupole errors in the ring, which then can be used to calculate local beam sizes
everywhere. It also can be used to minimize coupling by minimizing the cross-orbit responses. The
APS has all the required experience and expertise to implement coupling minimization by minimizing
cross-orbit responses. Existing tools for the response matrix measurement and fit will require minor
modifications to speed up the measurement process and fitting. A tool to minimize coupling based on
the results of the response matrix fit is being written and will be used for tests of upgrade mock-up
lattices (see section [3.2.2.6). Simulations show that this “new” method of coupling correction may be
crucial for achieving good lifetime in the new lattices.

As discussed above, presently the APS operating orbit has large vertical deviations at many
sextupoles. This is the result of beam steering for user beamlines. Such an orbit results in large
coupling with significant local variations of vertical beam size that is impossible to compensate using
existing skew quadrupoles. Figure [3.2-19] shows variations of vertical beam size at ID locations as
calculated using the response matrix fit. Sector 2 has the largest operating vertical orbit, and it also has
the largest vertical beam size. Existing skew quadrupoles also don’t allow for coupling minimization
below emittance ratio of about 1% on the present user orbit.

Vertical dispersion

Vertical beam size at ID locations
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Figure 3.2-19. Variations of vertical beam size at Figure 3.2-20. Vertical dispersion for the coupling
ID locations (middle of ID straight sections) in the bump lattice.

present APS.

Our tests have shown that steering the orbit through the centers of sextupoles significantly
decreases the coupling and beam-size variation while improving the beam dynamics. Simulations show
that on this new orbit the emittance ratio can be minimized down to about 0.25% using existing skew
quadrupoles. However, they would not be enough to provide local vertical beam size control in case
this capability will ever be requested.

Maintaining low coupling is not only important for providing small vertical beam sizes for
brighter x-ray beams. It is also required for improving beam dynamics. From experiments we know
that presently the APS beam dynamics is affected by skew-sextupole resonance 2v, — v, = 53. This
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resonance is driven by a combination of nonzero coupling and sextupoles. Keeping coupling small
minimizes the strength of that resonance.

However, APS storage ring cannot operate with arbitrary small coupling due to lifetime
limitation. The lifetime at APS is defined by the Touschek scattering and therefore is getting shorter
when the vertical beam size becomes smaller. Ideally, it is advantageous to be able to generate vertical
beam size using vertical dispersion without creating too much coupling between the planes. We
performed simulation studies of coupling control using skew quadrupole sources (skew quadrupoles
or vertical orbit bumps inside sextupoles) in the area where there are no insertion devices installed
(and therefore no small-gap vacuum chambers) — in Sectors 36 to 40 [3.2-23]. The idea here is to
minimize coupling globally by steering through the centers of magnets and by using skew quadrupoles
everywhere, then use local coupling sources in Sectors 36 to 40 to increase the global vertical emittance
to increase lifetime, without generating global vertical dispersion and coupling.

We have found that it is possible to create a coupling bump in the nonuser sectors to control
the vertical emittance without creating vertical dispersion and beam tilts all around the ring. Figure [3.2-]
[20] shows the resulting vertical dispersion that generates the required vertical emittance. The dispersion
outside of the bump in nonuser sectors is very small. This succeeded using 15 skew quadrupoles at the
locations of the existing corrector magnets in sectors 36 through 40. However, there is one drawback
to this approach: we have recently found experimentally that turning off all skew quadrupoles inside
the injection orbit bump improves the injection efficiency. The injection bump spans Sectors 39 and 40,
therefore limiting the above-described method of coupling control to only Sectors 36 through 38. The
combination of the coupling bump and injection bump would need to be studied further.

As discussed in section [3.2.2.6] we have found that in order to improve the beam dynamics,
the upgrade lattice will have to operate with orbit going through the centers of magnets. This will also
allow for better control over coupling. Operating on this new orbit will require realignment of some
user beamlines. It will also mean that user-requested steering will be limited. No position steering will
be allowed, and the preliminary limits on the angle steering are +50 urad in horizontal and +25 prad
in vertical planes.

3.2.3.3 Remaining Work

Simulations will need to be done to understand if more skew quadrupoles are required for better
local coupling control. If necessary, the additional skew quadrupoles can be installed in some sectors
upstream of the S3 sextupoles. Also, some orbit correctors can be combined with skew quadrupoles
by using separate power supplies for each coil of the existing magnets. Use of a coupling bump in
nonuser sectors for coupling control should also be studied further to minimize its possible effect on the
injection efficiency. Limits on user-requested steering will need to be studied in more detail.
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3.2.4 Collective Effects
3.2.4.1 Introduction

In the storage ring the limit on the single-bunch current is determined during injection, and its
efficiency can be improved by adjusting the lattice, sextupoles, kickers, closed orbit, and rf voltages for
its optimal condition.

The stored current reaches its limit during injection when the amount of charge lost by the
stored beam equals the charge of the incoming beam that survives the process. The injection efficiency
decreases with increasing stored bunch charge due to collective effects. Currently the APS delivers 16
mA in the single bunch during hybrid-fill for users. This amounts to 60 nC per bunch, which may be
the largest charge producing x-rays per bunch in light sources around the world. In the upgrade we plan
to deliver the same charge per bunch to the users.

The sources of collective effects may include electron cloud, ions, and impedance elements
in the ring. The phenomena caused by the first two were observed in the ring with specially arranged
bunch patterns; however, the magnitude of these effects is very small and does not affect nominal
operations. On the other hand, the impedance elements in the ring cause various instabilities, which
often limit the high-current operation. In the upgrade the same will be true, in that the impedance will
dominate the collective effects on the stored beam. In order to predict the single-bunch limit, we will
use the existing impedance model of the present ring, which can be extrapolated to cover the upgrade
once we identify and estimate the additional impedance sources. Hence, we first describe the status
of the impedance model which was used to reproduce the various impedance-driven collective effects
observed in the ring [3.2-24-3.2-26]. The estimate of impedance and its consequences in the upgrade
will be discussed following that.

3.2.4.2 Status of Impedance Model

The microwave instability blows up the longitudinal emittance of the beam not only by
lengthening the bunch but also by widening the energy spread. The threshold current, based on the
Boussard criteria, was predicted in the design stage of the APS to be 0.25 mA for an impedance budget
Z/n of 0.5 Q. The detailed computation by 3D modeling of impedance elements in the ring found
Z/n to be close to 0.2 Q2. With the improved estimate of the impedance we predicted the threshold to
be a little less than 1 mA. However, careful measurement by an x-ray pinhole camera showed it to be
much higher, namely, 7-8 mA. The large discrepancy between theory and experiment was due to the
significant bunch shape deformation, the effect of which cannot be fully included in the theory.

In order to overcome this deficiency, we modeled the interaction of beam and impedance as
close to reality as possible by simulating macroparticles in longitudinal phase space; tracking includes
the impedance up to a few hundred gigahertz, a particularly high range of frequency. One of the results
was the anomalous energy spread due to the microwave instability, as shown in Figure [3.2-21] The
experimental data and simulation results are in a good agreement, indicating an accurate impedance
model.

The longitudinal profile of a bunch measured by the streak camera revealed an asymmetric
distribution in time. The distortion of the bunch was due to the combined effect of potential well
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Figure 3.2-21. The dots represent two measurements of the horizontal beam size at an undulator where a
dispersion of 17 cm contributes to the energy-dependent beam size. The black curve shows the simulation
results with the impedance model. The agreement is very good considering the camera resolution of 40

um. For better visual guidance we created the red curve by simply adding 10 um to the simulation result.

distortion and energy loss caused by the imaginary and real parts of impedance, respectively. From
the simulation that produced Figure [3.2-21] one can extract a longitudinal profile; this distribution

and that of the streak camera overlap each other closely as shown in Figure [3.2-22] Since the only
adjustable parameter in the simulation was cavity voltage, which can be estimated very accurately
through synchrotron tune measurement, we have confidence not only in the impedance model but also
in the simulation method using elegant.

We extended the simulation of phase space to 6D including the effect of transverse impedance.
We found that the collective motion of a single bunch was strongly dependent on the sextupole settings.

Historically, we needed to understand the effect of small-gap chambers on the single-bunch
current limit. Initially, with a few 12-mm gap chambers installed in the ring, we could store more than
20 mA in a bunch with moderate chromaticity (below 5) in the 7.5-nm high-emittance lattice. Later
we installed more 8-mm-gap chambers, up to 29 in total, in the newly-commissioned low emittance
lattice with nonzero dispersion at the straight section. We could not store more than 8 mA at moderate
chromaticity (around 7), and the chromaticity was limited by the capabilities of the sextupole magnets.
After modification of some of the sextupoles, we were able to increase the chromaticity to greater
than 10, subsequently leading to the present ability to deliver 16 mA in a single bunch. From this we
learned that the single-bunch current was strongly dependent on the chromaticity.

The main purpose of impedance modeling was to predict the single-bunch effects of any
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Figure 3.2-22. The open circles represent the streak camera data for 15 mA in the bunch, while the black
curve is the simulation result. The red curve is offset by 33 ps from the direct simulation output for better
comparison with the streak camera profile, whose reference time was not coincident with the simulation.

proposed new undulator chambers prior to installation in the ring. A practical question is, for example,
what would happen to the single-bunch limit if we replaced all 8-mm chambers with 5-mm chambers?
In order to answer this question correctly, we needed to validate the impedance model with the
experimental data at hand or with the measurements specially designed for model validation purposes,
prior to applying the model to predict the future performance of the ring.

Through the impedance modeling, we found and reproduced several aspects of coherent
instability behavior in the transverse planes.

e We found that the transverse mode-coupling instability (TMCI) blows up the beam size in
the vertical plane, resulting in scraping on the aperture of the small-gap chambers. During
injection, this results in losing a fraction of the stored current in the bunch, which limits the
total accumulation. An important prediction of the simulations is that the limit on the stored
current and accumulated current is different. For instance, at a low chromaticity of 3, we could
only accumulate up to 3 mA, but we could store more current in the bunch. We verified this
experimentally by storing 20 mA with a chromaticity of 10, then showing that we could retain 5
mA when the chromaticity was gradually lowered to 3.

e The effect of vertical motion following injection was simulated by kicking the stored beam in the
vertical plane, then determining the evolution of the centroid and beam size from the tracking
data. The same situation was explored experimentally by using the vertical pinger magnet and
recording the turn-by-turn beam image with a gated camera. The image was processed to extract
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the beam size as function of turn. Simulation and experiment were compared, showing good
agreement at low current (I mA) as well as at medium current (5 mA), limited by the available
chromaticity at the time of the experiment [3.2-26].

e The observed saw-tooth instability in the horizontal plane was reproduced. The driving impedance
was identified in the simulation as the misalignment of the transverse impedance. This effect is
similar to the misalignment of a quadrupole magnet except that the dipolar kick is time-dependent
instead of static [3.2-24].

e The accumulation limit as a function of chromaticity was measured during two machine studies
a week apart. The method was simple: we set the highest chromaticity and injected to 20 mA or
more in one bunch. We fixed the injection conditions (rf cavity parameters and kicker strengths)
at the optimum values for this case. Then we gradually decreased the chromaticity. For each
chromaticity value, we injected from zero until the limit was determined. The results were
compared with the simulation, where the sextupole effects were approximated as the combination
of first-order chromaticity and amplitude-dependent tune shift [3.2-27]. (Subsequent work showed
that this approximation did not impact the results.) The comparison is shown in Figure [3.2-23]
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Figure 3.2-23. The symbols represent the measured accumulation limit collected in two machine studies
separated by a week; the black curve is the simulation result.

In this way we demonstrated the predictive power of the three-dimensional APS impedance
model [3.2-27], though we still consider it a working model in need of continual improvements.

We can utilize the above APS impedance model to predict the single-bunch current limit as a
function of hypothetical impedance increase or decrease. Figure [3.2-24] shows the nonlinear change of
single-bunch current limit as a function of ring vertical impedance (or wake potential) times a scaling
factor Z;. Actually, one might think that the product of I}y, and factor Z; would be constant, but it is
not because the bunch length varies with current.
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It is worth noting that, even if the APS can now store 24 mA in a single bunch, the usable
current with a good operational experience has been about 16 mA, a 2/3 “derating” factor. If this
defines the usable limit, we have to minimize or eliminate any impedance increase in the upgrade. This
is discussed in the next section.
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Figure 3.2-24. Single-bunch current limit as a function of vertical impedance. The symbols are simulation
results. The line is a fit to guide the eye. The impedance axis is normalized to the value for the current APS
storage ring.

3.2.4.3 Issues for Upgrade

The upgrade will utilize all the present vacuum chambers except the ones for the long-straight
sections (LSSs). In addition, there will be deflecting cavities used for generating the short x-ray pulses
(see section [3.5)). These are the main impedance sources we need to consider in the upgrade. In this
section we will discuss issues related to the impedance of undulator the chambers at the LSSs. The
deflecting cavity will be treated separately in section [3.5.4.3]

There will be four LSSs, each about 8 m long, that will replace the 5-m standard chamber; this
effectively increases the impedance of transition by 8/5 due to the increase in (3, at the taper. In order
to keep the same accumulation limit, we need to reduce the geometric impedance at the LSSs by 5/8.

Since the impedance of the taper is generated at the transition connecting the regular chamber
to the undulator chamber, achieving a smaller impedance will require designing a new transition. For
this purpose we utilize the impedance formula of a rectangular chamber derived by Stupakov [3.2-28]

Zow [ R(2)?
z, = 2% 2-
(A BN Te ) 02D
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where w is a (constant) half-width, and h(z) is the half-height defining the vertical profile. We note that
only the tapered section with nonzero h'(z) contributes to the impedance. There are three parameters

in the formula, namely, h(z), w, and h’(z). We first consider optimizing h(z). The optimal profile to
minimize the functional Z,/w was found in [3.2-29] and is

Rmin Pmax
h(z) = . where 8 = . 3.2-8
D= 0207 " 329

We note that the profile in Equation [3.2-8] is nonlinear. The ratio of this impedance to that of
the linear transition is [3.2-29]

Zoptimum 8 ﬂ
y _ _
Zyrer (14 8) (1+vB)”
Note that the above impedance expressions have no dependence on frequency, as the theory is

developed in the limit of low frequencies. Thus we should stay aware of the applicability range. For
example, we should not expect any bunch-length dependence using such impedances.

(3.2-9)

For the APS 8-mm gap chamber where hyax = 21 mm and Ay, = 4 mm, the predicted
reduction by using a nonlinear taper is, coincidentally, very close to 5/8, which happens to compensate
the increased impedance effect caused by the LSS.

In order to verify Equation (3.2-9) we numerically computed the wake potential of the
nonlinear taper with GdfidL [3.2-30]. For a transition from 21 mm to 4 mm in the vertical plane and
flat in the horizontal plane, the optimal profile predicted by Equation (3.2-8), h(z), is shown in Figure
3.2-23]

xext: { —4.200E-02, 4.200E-02) 28/06/2010, 15:01:48
o { ooewon, 230801 GafidL V200 M i 8 0009 wz3

Material boundaries

8mm Gop Chamber

Figure 3.2-25. The vertical profile used in numerical simulation of an optimized nonlinear taper
connecting a regular chamber to an undulator chamber with an 8-mm vertical gap.

Kick factors were calculated for bunches of different lengths using the wakefields computed
with GdfidL for the nonlinear and linear taper. The ratio of kick factors is plotted in Figure [3.2-26]
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Recall that the goal is to have a small ratio, so that the APS can benefit from the nonlinear taper.
However, there seems to be a reduction in benefit as the bunch becomes shorter. For reference, the
expected improvement for the nonlinear taper from Equation (3.2-9), is shown as a straight line (as
mentioned before, there is no frequency or bunch length dependence in the above formulas). Thus, by
using the nonlinear taper, we would fall short of our goal to reduce the impedance.

In addition we also found that the reduction could be much less if the horizontal profile was not
flat. For the actual APS chamber, where the horizontal profile also varies, the optimization resulted in a
reduction of less than 5% of the value for a linear taper, hardly justifying the modification. Hence, we
decided not to adopt a nonlinear taper in the upgrade.

0.60 L ! L | !
10 15 20 25 30
Bunch Length (mm)

Figure 3.2-26. The ratio of vertical kick factors of nonlinear and linear taper for different bunch lengths.
The straight line is the prediction by Equation (3.2-9), i.e., no frequency or bunch-length dependence.

Though an approximate expression, Equation suggests that the horizontal half-width
w strongly controls the vertical impedance. In the long-wave approximation this linear dependence
could be correct, but for high frequencies the behavior is unknown. So we investigated the quantitative
effect of width for the 8-mm-gap chamber. Figure shows that widening increases the impedance
until it reaches some maximum. From this we can estimate the impedance increase of a hypothetical
in-vacuum undulator (IVU) chamber if installed (IVUs are noted for wide chambers).

Conversely, narrowing of the chamber decreases the impedance quite effectively. However, this
decrease in aperture would require a smaller horizontal beta function to maintain injection, which would
impose additional restrictions on the lattice design.

The last option is to simply make a longer linear transition. A detailed computation of vertical
wakes showed that a transition length of over 50 cm is sufficient to achieve the target reduction of
5/8. In order to accommodate this long transition, the area needs to be redesigned as shown in Figure
[3.2-28] The downstream will be mirrored with respect to the center of the straight section.

The new transition of the LSS chamber will reduce the effective transverse kick to a level equal
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Figure 3.2-27. The vertical kick factor of bunched beam as a function of the half width, w, of an 8-mm
small-gap chamber connected to the regular chamber in the ellipse of (4.2 cm, 2.1 cm).

Figure 3.2-28. The new transition designed for the LSS will have 55-cm taper, which is significantly longer
than the current taper with 18-cm effective length.

to or less than the regular 5-m-long straight section. However, an 8-m LSS chamber will increase the
resistive wall impedance by 8/5 per sector. If we had to build such a chamber, we could reduce the

impact of the resistive wall effect by using a strip of copper on the top and bottom inside surfaces of
the chamber. However, in the LSS cases present in the upgrade, this will not be needed. In Sectors 1
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and 11, a superconducting undulator with a cryogenically cooled chamber will occupy about 3 m of the
straight. In Sectors 5 and 7, a set of superconducting cavities will occupy about 2.8 m of the straight.
Hence, the resistive wall impedance should not increase.

In summary, in this section we determined that implementation of LSSs would significantly
increase the effective impedance and reduce the single-bunch current, unless we devise a method
of mitigating transverse instabilities. The method we chose for this mitigation was to control the
impedance source by

e reducing the geometrical impedance transition by making the taper longer at both ends, and

e reducing the resistive wall wake by providing a chamber with a copper-lined beam path or some
other configuration that avoids a long, room-temperature chamber.

This will leave the beam in the current storage ring unaffected impedance-wise by the LSSs.

3.2.5 Top-Up Injection

Lower lifetime in some of the operating modes will require more frequent top-up injection,
which makes it very desirable to implement a much “quieter” injection. Presently our injection is not
quiet: for a 20-ms duration after the injection pulse there is a 15 um closed orbit bump and a ~ 30x
stored-beam emittance jump that decays with the synchrotron radiation damping time (9.6 ms).

The main cause for the closed orbit is a leakage field through a pulsed dipole magnet in the
transfer line (the “thick” septum magnet). The perturbation starts with the charging of the pulsed
kicker magnets, 5 ms before the injection time. The orbit perturbation is alleviated about 90% through
feedforward waveforms applied to two fast correctors near the time of injection.

The cause of emittance increase is the betatron oscillation initiated by the kickers. This in turn
is caused by the requirement of a mismatched kicker bump for handling a small dynamic aperture,
having a four-kicker bump covering two sectors of optics and nonlinear magnets, and the dependence of
the kicker waveform on amplitude (i.e., saturation effects in the ferrite of the kickers).

The closed-orbit feedforward is done through the fast orbit feedback system in a simple way:
we open the loop (suspend corrections) for 20 ms so that waveforms of predetermined values can be
sent to two correctors. The waveform provides a sequence of current values that the two correctors
must have to make a closed three-bump with the septum acting as the third corrector. Luckily there
are no user beamlines within the bump. The optimum waveforms are obtained from scaled orbit
measurements during open-loop conditions plus amplitude and time-delay adjustments.

The quality of the feedforward correction is limited by the ambient orbit noise during the
orbit perturbation measurement and by the slight uncertainty of the timing (20 us rms — equivalent to
5-um worst-case orbit error) of the setpoint values sent to the correctors. We will improve the closed
orbit feedforward by increasing the sample frequency from 1.5 kHz to 10 kHz (requested for general
orbit stability in section [3.3.6), by reducing the uncertainty of the corrector timing and by integrating
feedforward waveforms with closed-loop operation.

Whether we can reduce the betatron kick given to the stored beam depends on the injection
aperture (dynamic aperture) of present and any future optics. Presently we impart a betatron kick to
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the target bunch of the stored beam to reduce the betatron amplitude of the injection bunch and reduce
injection losses. The kicker pulses are 4 ps long, which is slightly longer than the 3.68-us revolution
time. Thus all bunches are affected somewhat.

If we find that we must impart a betatron kick to the target bunch of the stored beam, then
there are a limited number of things we could do to minimize the perturbation on the stored beam. On
the other hand, if we do not need to impart a betatron kick to the target bunch, then a longer set of
options are available to reach quiet injection.

To minimize the perturbation on the beam from a mismatched injection bump, we could:

1. Make the kicker pulses shorter so that only a fraction of bunches get a betatron kick. This would
involve reducing the magnet length (inductance) and the capacitance of the charging circuit. We
could realistically shorten the pulse by, say, 40%.

2. Preferred: Implement a correction kicker, a weaker and faster kicker that would give a
supplemental kick only to the target bunch and nearby bunches for an otherwise matched bump.
Thus only the target stored bunch is affected (assuming a 24-bunch pattern), while the rest of the
bunches are unaffected.

A supplemental kicker with 20% the strength and width of the the regular kickers would be
feasible. The space needed is found immediately downstream of the rf cavities in the straight
section of Sector 40. Ideally one would need two supplemental kickers at different betatron phase
advances to optimize the available aperture for the injected bunch, but there is no other available
space for a second supplemental kicker.

To minimize the perturbation on the beam in the case of a matched injection bump, we could:

1. Match all kicker waveforms. The presence of sextupoles in the two sectors complicates the
matching. One could either:

(a) find a special sextupole distribution to cancel to first-order the closure error dependence of
the kick amplitude (this was done in 1995 in an easier optics),

(b) somehow tune the kicker waveform time-dependence in the presence of sextupoles (tuning
waveforms is difficult in general even in the absence of sextupoles), or

(c) devise a small kicker that compensates the error by feedforward, such as was mentioned
above. In this case the kicker waveform would need to be programmable.

(d) discharge several short pulses into several short ferrite kickers (see above) at different times
to create a longer arbitrarily shaped pulse for the beam. However this string of small kickers
requires space that is not available.

Items (a) and (b) interact with each other. On paper finding a sextupole distribution for (a) is
possible for idealized kicker with matched circuit elements and whose waveform decays do not
depend on pulsed height. Given this, we speculate that the dynamic aperture of the lattice can
be re-optimized given the fixed solution for the injection section. Thus (a) is deemed the most
feasible choice.
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The tuning of kicker waveforms (b) will be difficult. The first step is to match properties of
circuit elements like capacitors and resistors, which is feasible. But the following, compensating
the variation of decay constant with pulse height, has not been done before, as far as we know.

Item (c) can not be done in general with a discharge circuit, nor with a regulated circuit, as the
signal is too fast. Perhaps a rf circuit might accomplish this, but the amount of necessary current
required for an rf output stage is too large. For example our bunch-by-bunch feedback system
with a 500-W amplifier can only produce 0.8 purad in one pass, much smaller than the 0.1 mrad
required.

Item (d) is feasible technologically, but space is not available.
Place the four kickers in a long straight section, which would avoid the nonlinearities from
sextupoles in the present situation. The four kicker waveforms would be closely matched because

they are running at the same amplitude. This requires making very strong kickers, perhaps three
times as strong as the present ones. The kicker’s pulse lengths can remain the same (4 us).

Top-up safety will have to be reassessed with the implementation of the long straight sections.

Several tracking assumptions (i.e., addition and removal of apertures) will have to be changed.

3.2.6 Lattice Alternatives

A number of alternatives has been considered in detail as possible upgrades for the APS. Many

of these are documented in the literature or in internal notes. Among the alternatives considered are

. Lattices with more than four long straight sections.

. Lattices with lower emittance that require replacing the storage ring.

Operation at lower energy in order to reduce the emittance.

Use of damping wigglers to lower the emittance.

. Changing the damping partition number to reduce the emittance.

In this section, we survey these alternatives and indicate the advantages and drawbacks of each.

3.2.6.1 Lattices with More Long Straights

The wide-spread interest in revolver undulators (see section [3.4.3.5), reduced the demand for

long straight sections. However, configurations have been developed for eight long straights, and these
appear workable. As might be expected, obtaining acceptable dynamic acceptance and beam lifetime
is somewhat harder than for configurations with four LSS, particularly when both SPX and the RHB
insertion are added. Such configurations have also been tested in mock-ups, which largely confirmed
their workability. However, at present there is no demand for additional long straights.
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3.2.6.2 Replacement Lattices

Two possible replacement lattices were explored, both based on the use of a triple-bend cell
and incorporating 10-m-long straight sections. Both require complete replacement of the storage ring
magnets, girders, and vacuum system. Only the rf systems and presumably the injection hardware
would be retained.

The first of these lattices [3.2-31] was optimized for low effective emittance, with a target of 1
nm. Detailed studies of this lattice indicated that an effective emittance of 0.9 nm should be possible.
The magnet strengths were also judged to be possible, provided the bore radius for the quadrupoles and
sextupoles was reduced to 20 mm. This would in turn require reducing the chamber size, which was
found not to adversely impact instability issues [3.2-32].

In discussing this lattice with users, it emerged that a significant number of users were limited
not by beam brightness but by capacity. Hence, we further developed the triple-bend concept to provide
the possibility of an additional insertion device beamline [3.2-33]. This was found to be possible by
adjusting the relative bend angles of the three dipoles such that the straight section between the second
and third dipole was parallel to the existing bending magnet beamline. This new straight section would
accommodate a new insertion device with an approximately 1-m length, delivering radiation to an
existing bending magnet beamline. Drawbacks of this approach include the limitations on the minimum
gap imposed by the relatively large vertical beta function at the location of the new insertion device. In
addition, the effective emittance increases to 1.7 nm.

As far as the preliminary studies determined, both lattices are feasible. However, because of the
relatively small number of quadrupoles in each sector (which results from the desire for long straight
sections), it appears to be impossible to replace one sector at a time while maintaining operation of
the ring. In order words, the entire ring would have to be replaced at once, which would require a
shutdown of at least one year’s duration. This was considered unacceptable by the user community.

3.2.6.3 Lower Energy Operation

It is well known that the equilibrium emittance scales as 2, where F is the electron beam
energy [3.2-34]. Hence, in the quest for higher x-ray brightness, one might anticipate some advantage
from reducing the electron beam energy. This has been investigated several times at APS and was
recently revisited under the assumption that, if we went to lower energy, we would simply use the
present low-emittance lattice with optimized superconducting undulator choices.

The method of analysis is as follows:

1. Vary the beam energy from 3 GeV to 7.7 GeV in 0.1-GeV steps

(a) Vary the device period from 10 mm to 30 mm in 1-mm steps
i. Compute the maximum K value available for a NbTi-based device of the chosen
period.

ii. Compute the brightness and flux tuning curves for this device, subject to the high-heat-
load front-end limits.

3—43



Chapter 3 APS-U Conceptual Design Report
3.2.6 Lattice Alternatives

iii. Multiply the brightness for each harmonic by values that approximately account for the
effect of typical phase errors [3.2-35].

iv. Compute the brightness envelope over all harmonics. This eliminates the overlap and
gives a single curve of maximum brightness vs photon energy. Gaps in the spectrum are
represented by zero values.

2. For a series of 5-keV-wide photon energy bands with starting points from 5 to 95 keV, find the
best brightness performance available for each beam energy.

3. For each energy band, find the beam energy that maximizes the brightness performance.

4. For each beam energy, determine the number of photon energy bands for which the brightness
performance is within a factor of two of the best available for any energy.
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Figure 3.2-29. Number of 5-keV bands between 5 keV and 95 keV for which performance is “good
enough,” i.e., within a factor of two of the best available result, as a function of the electron beam energy.

Figure [3.2-29] shows the results of the analysis for several different assumed magnetic gaps.
For magnetic gaps of 7.12 to 9 mm, operation at 7 GeV is very close to optimal. Indeed, even for the
smallest gap explored (5.12 mm), 7 GeV is close to optimal in 90% of the cases. Our conclusion is that
large gains in x-ray brightness cannot be obtained by using lower electron beam energy. It is always
possible to get a nearly identical gain by simply optimizing the choice of undulator. In addition, higher
energy has the advantage of higher instability thresholds, which is important given our emphasis on
high single-bunch current for timing experiments.

3.2.6.4 Damping Wigglers

An increasingly popular way to reduce the emittance in a light source is through the use of
damping wigglers. This was investigated [3.2-36] for APS from the standpoint of linear optics and rf
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requirements. The wigglers must be placed in zero-dispersion straight sections, which means that the
starting effective emittance will increase from the 3.1-nm value delivered now. (One might imagine
that one could use zero-dispersion insertions for the wigglers and retain the distributed dispersion
lattice elsewhere. However, we found that the increase in energy spread due to the wigglers would
significantly reduce the anticipated emittance reduction.) The lowest-emittance zero-dispersion lattice
we found, irrespective of nonlinear dynamics issues, has an emittance of 4.7 nm. If we imagine
devoting the three remaining free straight sections to damping wigglers, we can obtain an effective
emittance of 1.7 nm using a somewhat speculative 5-T superconducting wiggler design with a 60-mm
period.

With such wigglers, the rf voltage requirements increase from about 9 MV to 21 MV. We have
four 5-m-long straight sections available for rf. Analysis of the capabilities of existing superconducting
rf systems [3.2-36] indicated that this space is not sufficient. Even conversion of the rf straight sections
to a 7.7-m LSS configuration would not suffice. Hence, the use of damping wigglers seems to be ruled
out for a number of reasons.

3.2.6.5 Damping Partition Change

Another well-known method for reducing the beam emittance is to increase the horizontal
damping partition number J,. Normally, J, + J, + J, = 4, with J, = J, ~ 1. We can increase J, at
the expense of J,, which decreases the emittance while increasing the energy spread. Since APS has
dispersion in the straight sections, one must be careful to look at the effective emittance rather than the
raw emittance when assessing the effect of such a change. In addition, the direct effect of the energy
spread on the brightness may be significant for higher undulator harmonics h.

Adding gradients to the dipoles is one option for changing the damping partition. This can
be done either by modifying the cores or adding pole-face windings. Using this method, the effective
emittance might be reduced to 1.8 nm. However, this involves very high tunes in both planes (46 in the
horizontal and 32 in the vertical), for which no satisfactory nonlinear dynamics solution could be found.

Another approach to changing the damping partition is to change the rf frequency. This results
in a systematic orbit in the quadrupole magnets, which can change the damping partition just as the use
of a gradient dipole magnet will. The disadvantage of this approach is that, because we have dispersion
in the straight sections, changing the rf frequency causes significant changes in the orbit, requiring
realignment of all the beamlines simultaneously, which simply isn’t feasible. In addition, the effective
emittance can only be decreased by about 20% with this method, because of the large dispersion value
at the straight sections.

Since these methods are not satisfactory, we’ve looked into another method, namely, producing
systematic orbit shifts between the dipoles using a combination of trim coils on the dipoles and
steering correctors [3.2-37]. Developing this lattice is much more difficult than developing a normal
lattice, because we have orbit in the quadrupoles and sextupoles. Hence, we must simultaneously
optimize linear and nonlinear dynamics. Using the multi-objective optimization techniques described in
section [3.2.2.4] we succeeded in obtaining a lattice with an effective emittance of 1.5 nm (J, = 2.34,
J, = 0.66). The brightness increases by over a factor of 2 in the first harmonic, with slightly
diminished gains for the higher harmonics. Dropping the coupling from the nominal 1% to 0.3% would
further increase the brightness of the first harmonic, by about 50%.
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The tunes, v, = 37.34 and v, = 18.08, are not too different from the present values. The
chromaticities obtained, §, = 4.6 and §, = 3.8, are suitable for at least 100 mA in 324 bunches, for
which the predicted Touschek lifetime is over 40 hours for a coupling of 1% and about 24 hours for a
coupling of 0.3%. More work is needed to improve the dynamic acceptance, which is only 10 mm on
the negative side. In addition, the lattice will no doubt be operationally challenging, since quadrupoles,
skew quadrupoles, and sextupoles will be combined-function elements. However, the lattice shows
considerable promise as a possible special operating mode. This would require integrating it with a
configuration that includes long straight sections, which has not been attempted.

3.2.6.6 Conclusion

We’ve reviewed several of the lattice alternatives that have been studied as possibilities for
an APS upgrade. In general, these suffer from significant drawbacks, including (variously) high cost,
inability to implement gradually, and disappointing performance. Only one option, namely the change
of damping partition via a systematic orbit, appears to hold much promise. It is being considered as a
possible special high-brightness operating mode, provided it can be made workable in the context of the
long straight section lattice.

3.2.7 Dependencies on Programmatic Work

Successful completion of the long-straight-section implementation depends on, or will benefit
from, several programmatic tasks and resources, which we enumerate here.

1. Development of lattices. On-going lattice development and evaluation requires significant
computing resources, which are available from APS, ANL’s Laboratory Computing Resource
Center, and the Argonne Leadership Computing Facility.

2. Testing of mock-up lattices. Testing of mock-up lattices is needed in order to provide confidence
that changes will not affect APS operations in unanticipated ways. This is on-going using regular
machine studies periods and existing staff.

3. Improved collimation. An improved collimation system is desirable in order to reduce beam losses
at insertion devices. This will take on greater importance in the upgrade, since the lifetimes are
expected to decrease significantly.

4. Orbit Displacement Lattice testing. Development and testing of the Orbit Displacement Lattice,
described in Section [3.2.6.5] will require use of APS machine studies time and staff. This lattice
is not part of project scope but represents a potentially worthwhile special operating mode.
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3.3 Beam Stability [U1.03.02.02]

3.3.1 Introduction

One of the distinguishing features of 3™-generation storage-ring light sources like the APS
are the small beam emittances, which imply small beam size and divergence. Table [3.3-1] shows the
typical dimensions for the APS electron beam at the ID location. Any beam motion that is significant
compared to these dimensions will impact the ability of users to perform demanding experiments. In
essence, fast beam motion washes out the brightness of the beam. Hence, controlling beam motion is
effectively a brightness upgrade and serves an important role in delivering the mission requirements.

Table 3.3-1. APS Particle Beam Transverse Dimensions.

Beam Size  Angular Divergence

pum rms urad rms

ID BM 1D BM

Horizontal 275.3 91.6 11.3 56.4
Vertical 85 255 3.0 1.1

In October of 2005, a white paper was written by John Carwardine, Frank Lenkszus, Glenn
Decker, and Om Singh [3.3-1]. This paper enumerated specific goals and an upgrade path aimed at
achieving these goals in a 5-year time frame. Since that time, a number of projects recommended in
the white paper have been at least partially completed, while others were deferred. The intent of this
section is to describe the present status of APS beam stability and beam stabilization systems, and to
describe how best to proceed toward our ultimate goals.

At the time it was written, the white paper asserted that “the APS no longer provides the
best orbit stability amongst the three large third-generation light source worldwide.” In the case of
SPring-8, the focus has been on the passive elimination of beam disturbances, which has resulted in
vertical rms motion 40% lower than the APS in at least one instance. At ESRF, a new fast global orbit
feedback system was commissioned in 2004, resulting in closed-loop bandwidth extending up to 150
Hz, compared with the old APS system that has a bandwidth of about 60 Hz. As a result, rms noise
at ESRF is a factor of 2 or more lower than at APS, in the frequency band from 0.1 to 200 Hz. In
fact, ESRF has undergone a second upgrade, purchasing 224 channels of very low noise beam position
monitor (BPM) electronics networked together to provide even lower levels of beam motion. Shown
in Table [3.3-2)is a comparison of AC performance between the three facilities, evaluated at insertion
device beamline source points.

Table 3.3-2. AC Beam Stability Comparison. Values are pm rms in the frequency band 0.1 - 200 Hz.

APS ESRF  SPring-8

2008 2005 2004
Horizontal (um) 4.8 1.2-2.2 3-4
Vertical (um) 16 08-12 1
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For the APS, AC beam stability goals are derived to be 5% of the x-ray beam’s rms phase-
space dimensions (both beam size and angular divergence). The values in Table [3.3-1] are typical
transverse beam size and divergence values for the particle beam at insertion device and bending
magnet source points assuming 2.5-nm-rad natural emittance and 1% coupling. Note that for bending
magnet (BM) sources, the x-ray beam’s vertical angular divergence is dominated by the natural
synchrotron radiation opening angle, which is approximately 1/v = 73 prad.

Listed in Table [3.3-3] are APS upgrade beam stability goals for ID sources. Beam stability at
BM sources is already sufficient.

Table 3.3-3. APS Beam Stability Goals.

AC rms Motion, 0.01-200 Hz | Long-term drift (One Week)
wm rms prad rms wm rms urad rms
Horizontal Present 5.0 0.85 7.0 1.4
Upgrade 3.0 0.53 5.0 1.0
Vertical Present 1.6 0.80 5.0 2.5
Upgrade | 0.42 0.22 1.0 0.5

3.3.2 Beam-Stability Limitations

To arrive at a coherent stability improvement strategy, one must have a clear understanding of
the fundamental mechanisms that limit the ability to precisely and accurately measure and correct beam
disturbances. These mechanisms fall into a number of broad categories that impact beam stability over
a variety of time / frequency scales. At the highest level, one can separate beam instability into three
classes:

e Environmental, i.e., true sources of instability that actually disturb the particle beam,
e Systematic, i.e., erroneous readbacks from diagnostic devices, and

e Algorithmic, i.e., errors in how corrections to the particle beam are computed and / or applied.

The time / frequency scales of primary interest are dictated by the nature of x-ray experiments
conducted at the APS. A large proportion of these involve photon counting, which effectively integrate
the on-sample x-ray flux over some time period ranging from minutes or hours down to tens of
milliseconds. In addition, experiments are conducted in such a fashion that one desires to achieve the
same results tomorrow or even next week as were seen today, without performing major beamline
adjustments.

Since the inception of the APS real-time orbit correction system c. 1998, one standard measure
of AC beam stability has been the amount of rms motion within a frequency band from 0.01 to 30 Hz,
averaged over a set of high-resolution rf beam position monitors located nearest to insertion device
X-ray source points. As x-ray experiment integration times continue to fall, this measure needs to be
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expanded to cover higher frequencies. As shown in Table [3.3-3] the proposed standard measure of AC
beam stability for the APS upgrade will cover motions in the frequency range from 0.01 to 200 Hz.

On longer time scales, a number of difficulties arise, in that it is very difficult to distinguish
between long-term drift resulting from electronics, real ground motion, and thermally induced
mechanical component motion. In spite of these difficulties, a significant goal of the APS upgrade is to
control long-term beam motion at X-ray source points using the rms motion in microns over a period of
one week as a measure.

3.3.2.1 Environmental Disturbances

Major sources and magnitudes of beam motion and their respective amplitudes and time scales
are as follows:

e Vacuum chamber water system temperature, 0.1 to 0.2 °F variation over minutes to hours.
e Tunnel air and electronics temperature, 0.8 to 1.2 °F variation over hours to days.

e Diffusive ground motion, 1.7 to 5.5 microns variation over weeks to months.

e Earth tides, tens of microns over hours.

e Girder / Magnet vibration, micron-scale, 1 to 100 Hz.

e Power-supply noise, submicron scale, 1 Hz to tens of kHz, this after years of efforts to identify
and remediate problem components.

e Radio frequency phase / amplitude noise, micron-scale, 1 Hz to several kHz, but typically narrow
band spectral lines at multiples of 60 Hz, with 360 Hz and 1800 Hz being most prominent.

e Insertion device field integral variation due to gap changes, 5 to 10 microradians in seconds.

Of these sources, many have already been sufficiently suppressed. Insertion device gap changes are
strongly suppressed by the existing 10-Hz orbit correction algorithm, as are the effects of girder
vibrations up to 60 Hz. Earth tides are dealt with using feedback of orbit circumference to the master
oscillator rf frequency. Power supply noise has similarly been dealt with, but in addition recent efforts
to reduce 20-kHz “chopper noise” affecting fast correctors have been instrumental in the commissioning
of a fast multibunch transverse feedback system. In short, sources of environmental noise in the
frequency band from 0.01 to 60 Hz have had the most attention, with good success. The challenge to
AC noise suppression lies at the higher frequencies up to 200 Hz and beyond. Fortunately technological
solutions including outstanding commercially available beam position monitoring electronics and
feedback system components provide a clear path forward in this area.

More challenging, and the subject of early R&D efforts, are those sources active in the time
frame from hours to days, specifically thermal variation and diffusive ground motion. Research has
already begun in these areas, as described in sections [3.3.8| and
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3.3.2.2 Systematic Errors

The APS has the most diverse set of beam position monitor diagnostics used in feedback of any
light source in the world. This has had many advantages but has come with its own costs. Among the
advantages has been the ability to cross-check readings from different diagnostics, e.g., narrowband rf
BPMs near the insertion device source points in comparison with photon BPMs located far downstream.
A distinct disadvantage has been maintenance and support of the hardware and software needed to
manage all of the different flavors of systematic errors affecting the different systems. The different
BPM types and their most significant systematic errors are as follows:

e Narrowband rf BPMs near insertion device source points have the advantage of having good
(micron-scale) long-term drift performance over days. The asynchronous switching between
inputs, which underlies their operating principle, results in spurious spectral lines that can
occasionally wander below 100 Hz where the real-time feedback system is active. Their AC noise
floor is at best some tens of nm /v/Hz.

e Broadband rf BPMs used between insertion device source points have excellent high-frequency
performance, but suffer from intensity dependence and fill-pattern dependence, producing several
microns of long-term drift and several-micron variations during top-up operation as the fill
pattern changes with each shot from the injector. Also, these systems are impacted by a spurious
microwave mode present in the large-aperture chambers that mimics a vertical beam position
signal.

e Bending magnet photon BPMs are based on photoemission and use pairs of molybdenum
blades located above and below the accelerator midplane near bending magnet beamline source
points. Bending magnet photon BPMs are the most reliable diagnostic suffering from very few
systematic errors, although they only provide vertical position information. They have excellent
AC and DC performance, at the submicron level.

e Insertion device photon BPMs, while nearly identical in principle to the bending magnet variety,
suffer from the fact that their signal sources, the insertion devices, are variable. Extensive work
to compensate for gap-dependent variations in calibration factor and position offset provide
correction only at the level of about 10 microns over the normal range of gap values. Their
configuration and compensation has gotten even more complex with the advent of canted
undulator beamlines, where cross-talk between BPMs in the same front end result from stray
radiation and insertion device field integral variation. Very careful background subtraction is also
necessary to deal with stray radiation from local steering corrector magnets.

3.3.2.3 Orbit-Correction Algorithms

Orbit correction at the APS uses two concurrently operating frequency-band-separated feedback
algorithms. Motions slower than about 1 Hz are corrected by a singular value decomposition (SVD)
algorithm operating at 10 Hz, with access to the full complement of 278 steering correctors in each
plane and over 500 BPMs. Higher-frequency motions are suppressed by the real-time feedback system
operating at 1.5-kHz sample rate, which uses a smaller response matrix with at most 38 steering
correctors and 160 BPMs.
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The 10-Hz algorithm typically uses between 80 and 120 steering correctors per plane and
several hundred BPM channels. Performance of the nearly 15-year-old fast feedback is limited
by processing power, system bus bandwidth, real-time network throughput, and the availability of
fast-steering corrector magnets. All APS steering correctors are identical six-pole magnets wired as
combined-function horizontal / vertical steering dipoles. The distinction between fast vs. slow correctors
results from the type of vacuum chamber used. Slow correctors are mounted around thick-walled
aluminum extrusions which limit their bandwidth to a few Hz as a result of strong eddy currents, while
the 38 fast correctors have steel spool piece chambers.

One consequence of running parallel feedback algorithms is the existence of a frequency
dead-band near 1 Hz. This has been compensated reasonably well using a feedforward algorithm that
essentially informs the fast system what the slow system is about to do on each 10 Hz sample, to
prevent the fast system from fighting against the slow system [3.3-2].

While SVD provides a method for inverting possibly near-singular rectangular matrices,
standard practice for the slow feedback has been to restrict the number of steering correctors rather than
omit modes with small eigenvalues. For the fast feedback, the number of correctors has necessarily
been limited to 38, but in addition small-eigenvalue modes are eliminated, providing a robust and
stable algorithm. Additionally, the capability exists to use weighted SVD that preferentially locks down
specific sets of BPMs, however this capability has not been used during user beam operation.

There are a number of auxiliary algorithms that are independent of the fast and slow feedback.
A very slow feedback varies the rf frequency in order to fight earth tides, which stretch the ring
circumference. A fast transient feedforward algorithm drives fast steering correctors near the injection
point to reduce the effects of pulsed injection during top-up operation.

One important element of the APS upgrade beam stabilization program will be to perform

extensive simulations of different feedback system topologies, sample rates, and algorithms to arrive

at a system optimized to meet long-term stability goals. Increasing the fast-feedback sample rate by

an order of magnitude is expected to extend the closed-loop bandwidth from 60 Hz to 200 Hz or

more [3.3-3] . Increasing the number and placement of fast correctors are similarly expected to produce
substantially improved stability. These simulations will include the known dynamics of the different
BPM systems, steering power supplies and magnets. In addition, the effects of different lattice functions
and errors in the response matrix will be modeled. The effects of SPX will similarly need to be studied.

3.3.3 Upgrade Plan

The goals listed in Table [3.3-3] are challenging but achievable in the context of the APS
upgrade. To achieve them, a substantial investment in BPM technology, real-time data networking,
mechanical engineering, and high-level software will be required. Specific items addressing beam
stability for the APS upgrade are as follows:

e New BPM Electronics — We will replace the obsolete BPM electronics for the narrowband rf
and photon BPMs with modern systems, providing improved resolution and drift characteristics.

e X-ray BPM System Enhancement — We will augment the existing photon BPMs with BPMs
based on hard x-ray fluorescence, providing improved immunity to background radiation and
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improved long-term drift characteristics.

e Storage Ring Real-Time Feedback System Upgrade — We will upgrade the system to improve
the bandwidth from approximately 60 Hz to 200 Hz. We will also double the number of fast
corrector magnets that can be used.

e BPM Mechanical Motion Sensing System — We will instrument critical BPMs with sensors to
allow compensation for temperature-induced motion of the monitors.

The scope of the effort and the benefit expected from each item are summarized in Table [3.3-4

Table 3.3-4. Beam Stability Upgrades for APS-U

Item Scope Expected Improvement
New BPM electronics 80 narrowband rf BPMs, 70 Factor of 2, AC noise floor
ID photon BPMs, 70 BM
photon BPMs
New hard x-ray BPMs 34 complete units installed in ~ Factor of 2, long-term point-
front ends ing stability
Real-time feedback system Complete replacement with Extend closed-loop band-
modern components width from 60 to 200 Hz;
reduce AC beam motion by a
factor of 4

BPM mechanical motion sensing  Install for 34 photon and 34 Factor of 2, long-term drift
rf BPMs

3.3.4 New BPM Electronics [U1.03.02.02.01]

Table [3.3-3] is a list of the different types of BPM electronics presently in use to control APS
beam stability [3.3-4].

Table 3.3-5. Installed APS BPM Electronics

Type Location Advantages Disadvantages

Narrowband rf ID source points Long-term stability ~ Aliasing; micron-scale drift
Original broadband rf Ring arcs Large installed base  Obsolete; intensity dependence
FPGA-based broadband rf Ring arcs Low noise Intensity dependence

Bending magnet photon BPMs BM front ends Long lever arm Vertical only

Insertion device photon BPMs  ID front ends Long lever arm Gap-dependent errors

Narrowband rf BPM electronics (Commercial, Bergoz) monitor the particle beam and are
attached to capacitive button pickup electrodes mounted on the small-aperture insertion device vacuum
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chambers (IDVCs) in pairs (or triplets for canted undulators). Each insertion device source has

an additional pair similarly instrumented but using electrodes mounted on the large 42 x 80 mm
elliptical chambers closest to the insertion devices. These units are used to detect misaligned beams to
trigger a fast beam abort (< 1 ms). The best AC performance for the Bergoz receivers using the most
advantageous button geometry associated with the IDVCs is no better than about 30 nm /v/Hz.

All other rf BPM electronics use the same broadband (10 MHz) rf monopulse receiver front
end attached to the large elliptical chambers in the ring arcs. Using operating funds, their obsolete
data acquisition is in the process of being replaced to include a modern field-programmable gate array
(FPGA) design and fast sampling (14 bits, 88 MS/sec) [3.3-5]. The APS-designed data acquisition
board used for this purpose is called the BSP-100 module (bunch signal processor).

One can acquire commercially available broadband rf BPM electronics from Instrumentation
Technologies, Solkan, Slovenia, which have been deployed at the Diamond Light Source among many
others. A set of these electronics, called Libera Brilliance, were procured for evaluation purposes.
Shown in Figure [3.3-1]is a comparison of the achievable noise floor for Libera Brilliance vs the APS
BSP-100 module. The electronics in this case were attached to opposite ends of the same small-aperture
IDVC associated with the APS 35ID undulator source point.

BSP-100 Libera Brilliance
LU L0 0L L L B R LI L2 I 1 B R B R R Illlllm'l_E X

100 nm/Hz ~———#= 100 nm / /Hz ~——— . Y
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Figure 3.3-1. Comparison of AC performance of BSP-100 (left) and Libera Brilliance (right).

To determine the noise floor (green traces in Figure [3.3-1)), a single button was split using a
four-way rf splitter. In this case the conversion to microns corresponded to that for the horizontal plane,
which in this case has the highest geometric sensitivity. Also shown are the present levels of real beam
motion as a function of frequency both horizontally (X) and vertically (Y). The Libera module shows
better noise performance, approaching 2 nm /v/Hz and in addition has shown long-term stability at the
level of 200 nm p-p over a 24-hour period [3.3-6]. While the BSP-100 modules have the advantage
of lower cost and acceptable AC performance, the monopulse rf BPM receivers they sample do not
have good enough long-term drift performance and have unacceptably large intensity and fill-pattern
dependence.

The Libera solution appears to satisfy the requirements and has been deployed at a large
number of light sources but is relatively costly. There are new developments in BPM electronics design
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supporting the NSLS-II project that will be watched closely as a cost-effective candidate solution
for the APS upgrade [3.3-7]. In any case, because the insertion device source points are critically
important, a pair of new BPM electronics will be deployed at each of the 35 APS ID sources, with
three units for canted undulators.

With regard to photon BPMs, research is ongoing to determine the suitability of an FPGA
data acquisition solution similar to the BSP-100 module for providing low-noise high-speed results.
The present obsolete photon BPM data acquisition electronics is the same as that used by the installed
Bergoz receivers, which will be retained for interlock purposes. It is planned to replace the data
acquisition for both the Bergoz system and the photon BPM systems using a standardized platform.
Alternatives are the BSP-100, a new in-house development, or a commercial solution.

Work remaining for BPM electronics:

e Determine whether to build vs buy new electron rf BPM electronics for IDVCs.

e Finalize design for replacement data acquisition for photon and Bergoz BPMs.

3.3.5 X-ray Beam Position Monitor System Enhancement
[U1.05.02.02.10]

The x-ray beam position monitors (XBPMs) are farther away from the synchrotron radiation
source points than the rf BPMs, and are uniquely suitable for detecting minute beam direction changes.
Since the commissioning of the APS, we have used photoemission blade-based XBPMs. Their readings
depend on the undulator gaps by as much as several hundred micrometers. They met the performance
specifications only after extensive data processing work to compensate for the gap dependencies. It
will be difficult to improve the compensation further for the more stringent requirements after the APS
upgrade. Analyses show that the best way to improve the signal-to-noise ratio of the beam position
monitor is to maximize the undulator x-ray flux intercepted and minimize the background radiation
received [3.3-8]. This naturally leads to the solution of combining the XBPM with the limiting aperture
of the front end. Many of the front ends will be rebuilt to increase their power-handling capabilities
(see section 5.3), providing a good opportunity to implement this upgrade.

The left panel of Figure [3.3-2] shows the horizontal x-ray beam profiles calculated with the
XOP program suite at a distance of 20 meters from the undulator source. The APS Undulator A was
chosen as the x-ray source, and a typical set of parameters in Run 2010-1 was used for the electron
beam: o, = 0.27 mm, oy = 0.012 mm, o,» = 0.012 mrad, and o,, = 0.004 mrad. The profiles are
for the total x-ray power, the monochromatic x-ray at the first harmonic energy w1, at wy /140 below
the harmonic energy (near the peak of the x-ray flux), and at w; /70 below the harmonic energy (near
the spectral edge of pink beam users). Two vertical lines in the figure show the 2-mm-wide aperture
that intercepts about 2/3 of the x-ray power but allows over 99% of the useful x-rays to pass through.
The right panel of Figure [3.3-2] shows the similarly calculated vertical x-ray beam profiles. Here a
1.5-mm-high aperture appears to intercept about 40% of the x-ray power and allow over 99% of the
useful x-rays to pass through.

Due to its excellent thermal-mechanical properties, the copper alloy GlidCop will be used
to construct the x-ray aperture. Since copious amounts of secondary electrons and x-ray photons
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Figure 3.3-2. Horizontal (left) and vertical (right) x-ray beam profiles of Undulator A: shown are the total
x-ray power density (black) along with the irradiance for three specific x-ray energies, where 2933 eV is
the first-harmonic energy E1, 2912 eV is below the first harmonic by E1 /140, and 2891 eV is below the
first harmonic by F1/70. The apertures of the grazing incidence XBPM are shown by the vertical lines.

are emitted by the aperture, we may use either particle to read out the x-ray footprint information.

Our first choice will be the copper K-edge x-ray fluorescence (Cu-K XRF) photons, since they are

not produced by the soft bending magnet radiation parasitic to the undulator beam. A prototype has
been constructed and successfully demonstrated the basic design principle of the grazing incidence
XBPM [3.3-9]. Silicon PIN diodes were used for the XRF intensity detectors. After the APS upgrade,
two 3.3-cm-period undulators could generate up to 16 kW of x-ray power with 150 mA of stored
beam, and several kW XRF power are expected in the extreme cases. We plan to use diamond detectors
for the XBPM signal readout in the final product. These detectors are radiation hard and stable at

high power load. The device will be designed to handle 200-mA operation with two 3.3-cm-period
undulators.

Combining the functionality of a front-end fixed mask with that of an x-ray BPM has the
primary advantage of providing a self-centering aperture. Integrating this concept into the design
of high-heat-load insertion device beamline front ends will reduce the number of simple masks
while providing enhanced long-term stability. Several concepts have been investigated already, with
encouraging results [3.3-10,3.3-11].

Figure [3.3-3] contains data showing the calibration of a prototype XRF-based BPM collected
at diagnostic beamline 35-ID. Calibrations were performed either by displacing the detector (red) or
steering the beam (black). The upper left frame shows horizontal difference over sum data, all others
are for the vertical plane. A comparison between the performance of the existing photoemission-based
photon beam position monitors and the new XRF detector is shown in Figure At large gap
values, the photoemission blade signals have relatively large and vastly different background signal
levels. This effect is not seen for the XRF detector over a full three decades of signal amplitude.

Work remaining for x-ray beam position monitors:

e Determine optimum XBPM geometry for high power and sensitivity.
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Figure 3.3-3. Calibration curves for an x-ray fluorescence-based BPM.
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Figure 3.3-4. Response of photoemission BPM blades (left) and XRF BPM diode signals (right) vs gap.

e Develop suitable cost-effective diamond detectors.

e Develop a cost-effective mechanical design integrating a grazing-incidence x-ray BPM into
high-heat-load front-end designs.

3—58



APS-U Conceptual Design Report Chapter 3
3.3.6 Storage Ring Real-Time Feedback-System Upgrade

3.3.6 Storage Ring Real-Time Feedback System Upgrade
[U1.03.02.02.03]

The present APS real-time feedback system operates at 1.534 kS/sec sample rate, and is
limited to use a maximum of 38 steering correctors and 160 BPMs [3.3-12]. It was commissioned in
1997 and has had incremental code patches over the years, but uses many components (digital signal
processors, reflective memory) that are 15 or more years old. The closed-loop bandwidth of this system
is approximately 60 Hz. To achieve 200-Hz closed-loop bandwidth, an increase in sample rate by
an order of magnitude is desirable, to the range from 10 to 20 kS/sec. In addition, access to the full
complement of rf and photon BPMs together with approximately doubling the number of fast-steering
correctors should allow reduction of beam motion by a factor of four or more.

Use of modern networking, digital signal processing, and FPGA technology should allow
the creation of a reliable system with vastly enhanced capabilities for a modest investment. The
development of such a system for NSLS-II will be closely monitored.

The present system is limited by the processing power of fifteen-year-old digital signal
processors (DSP), limited bandwidth of the system bus through which all data must pass, and
throughput of the reflective memory system that is used to communicate data between the 22 nodes that
comprise the real-time feedback/orbit correction system.

Only 160 BPM values per plane (4 per sector) can be integrated into the present system. Each
DSP must calculate corrector error values by multiplying the 160-value BPM vector by the 160-element
row of the inverse response matrix corresponding to each corrector. The resulting computed corrector
error is passed through a digital controller and then written to the corresponding corrector. This
calculation taxes the computing power of the existing DSPs at the 1.5-kHz iteration rate.

The new system will double the number of BPMs and correctors used. This requires eight 320
x 320 dot products per double sector per iteration cycle for both planes. In addition, the complete
algorithm requires scaling and digital filtering of input values, limit checking, feedback controller
computations, etc. The present DSPs in a double-sector node have a combined rating of approximately
110 MFlops and are saturated at the 1.5-kHz iteration rate. Extrapolating the 110-MFlop figure by
increasing the number of BPMs to 320, correctors to 2 per plane per sector, and sampling rate by a
factor of 13 to 20 kHz infers a computational load of about 5 GFlops per double sector. This could
possibly be achieved with an array of tightly coupled DSPs, but would likely be an expensive solution
and still may be limited by the speed that data can be shuffled between processors.

The solution to the computation bottleneck is field-programmable gate arrays (FPGAs). These
devices allow the implementation of highly parallel processing and are capable of clock rates exceeding
300 MHz. This offers a significant performance increase over traditional DSPs, which have limited
parallel processing capability. For example, the eight 320 x 320 dot products, digital filters, and
feedback controllers would be computed in parallel rather than sequentially. In addition, the FPGA may
be programmed to optimize algorithm implementation to increase performance.

The present system transfers all data between data acquisition modules and DSPs via a system
bus. At the existing 1.5-kHz iteration rate, this system bus is heavily loaded and near saturation.
Newer BPM processors such, as the APS-developed BSP100 and the Libera units from Instrumentation
Technologies, provide high-speed serial data streams via industry-standard small form-factor pluggable
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(SFP) optical transceivers. Modern FPGAs provide support for these high-speed serial links. It is
envisioned that individual high-speed data links would be provided for each BPM processor, connecting
the data streams directly to the FPGA. This avoids the system bus bottleneck.

The existing reflective memory network that interconnects the feedback nodes is based on
aging commercial modules that communicate with the DSPs via the system bus. The proposed system
would use high-speed links similar to those used for the BPM data that connect directly to the FPGA
to implement the equivalent of the reflective memory network. One or two (1 per plane) would be
dedicated to transferring data required for the feedback algorithm. An additional network would be
used to communicate global parameters, such as feedback gains, sampling rate, and loop status. This
management network could transfer more data at a lower update rate for system control and monitoring.

The new system nodes will need to communicate to the APS control system This may be either
via an embedded processor running EPICS or via a system bus to a modular processor that runs EPICS.

The existing real-time feedback system has a number of useful features, including DSP scope,
which is essentially a 40-channel synchronous waveform acquisition system with access to any of the
hundreds of available signals. In addition, the AC voltmeter application allows for convenient lock-in
type measurements, for example when measuring response to sinusoidal excitations. The DSP scope
function that presently is available via the feedback master node could be moved to the FPGA nodes.
Other diagnostics, such as AC voltmeter and beam rms motion calculations that operate on BPM
vectors spanning all sectors, will need to be computed at a central node.

A significant effort will be required to design, fabricate, and install this system while integrating
it incrementally with existing hardware that must continue to function at their present level of
performance or better through the course of the upgrade. Interfaces to new BPM electronics and power
supply controls will need to be carefully defined very early in the project.

A simulator for the feedback system is under development following the original time-domain
approach [3.3-13] for a 1995 SPEAR feedback upgrade. The time-domain approach allows analysis
not possible or not convenient in the frequency domain, such as quantization noise, slew rate limits
and use of time-series measurement of orbit response of correctors. Also our BPM types have different
responses. Thus depending on which BPMs are predominately used, one would have different loop
behavior. In addition we need to handle mixed discrete and continuous time responses. Matlab
Simulink [3.3-14] software handles such real-world difficulties, but we found it practical only for
low-dimension systems. Our correction system has up to 360 digital inputs and 76 outputs that are
coupled, which is cumbersome to enter in a Simulink model. Thus our C program will handle
the specific case of orbit correction in the same way Simulink would in the general case. Since
the software will be (Self-Describing Data Sets) SDDS-compliant, much of the work preparing and
analyzing a simulation is offloaded to existing GUIs (e.g. correction matrix creation used in operations)
and to standard post-processing tools.

3.3.7 BPM Mechanical Motion-Sensing System [U1.03.02.02.04]

In order to achieve long-term beam stability goals, all sources of mechanical motion of critical
in-tunnel beam position monitoring devices must be carefully evaluated and appropriately addressed.
This includes the effects not only of water and air temperature, but in addition Earth tides and diffusive
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ground motion.

Figure shows the amount of circumference change of the APS storage ring over the
course of a week resulting from Earth tides. In this case, the rf frequency is being continuously
changed using feedback to keep the beam centered in the vacuum chambers horizontally at the high-
dispersion points around the ring. This type of motion is mostly common to the entire facility and, as
such, is inconsequential however, differential motions along any given beamline from source to sample
caused by Earth tides could be a serious problem and are an important area of investigation.
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Figure 3.3-5. APS circumference changes due to Earth tides over a one-week time period.

A common measure of diffusive ground motion over extended time periods is the so-called ATL
law whereby the mean square amount of ground motion taking place over a time period T between
two points separated by a displacement L is proportional to their product, with proportionality constant
A. This constant takes on values ranging from 10~® to 10~% pm?/meter/second depending on the site.
Research performed at Fermilab in relation to the next linear collider project indicate that a conservative
range for A is between 1076 and 107> pm?/meter/second [3.3-15].

This means that the relative rms ground motion for 2 BPMs separated by 5 meters (the distance
between BPMs mounted on an insertion device vacuum chamber) is in the range from 1.7 to 5.5
microns over a 1-week period. Dividing by the 5-meter lever arm results in ground-motion-induced
angular instability between 350 nanoradians and 1.1 microradians rms, significantly exceeding the goals
stated in Table An active area of research will be to quantify this type of motion specifically
for the APS accelerator tunnel and experiment hall floor under normal operating conditions using a
hydrostatic level system and to develop a strategy for dealing with potentially large amounts of diffusive
ground motion. There are reasons to believe that the above estimates are overly pessimistic. The APS
accelerator enclosures have been in place for nearly 20 years, are largely monolithic (have very few
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expansion joints), and have been temperature-regulated for most of those 20 years.

The use of XBPMs in beamline front ends is expected to further improve the ability to stabilize
angular motion, being closer to the beamline point of use. The stability of the XBPM is affected by
many factors at different time scales: (1) vibration of the XBPM body and its support structure excited
by cooling water flow (from milliseconds to seconds), (2) distortion and expansion of the XBPM and
its support structure due to temperature changes (from seconds to hours), and (3) diffusive motion of
the floor/ground (from days to months). A good part of these changes can be monitored by a real-time
position monitoring system that measures the XBPM position relative to the floor or to a reference
surface defined for example by a hydrostatic level system. Figure [3.3-6] shows a proposed concept for
such a position monitor [3.3-16]. For two pedestals solidly attached to the floor or hydrostatic level
reference, the simple triangulation measures XBPM displacements in both horizontal and vertical
directions, avoiding the difficulties of precisely transferring a horizontal reference from the floor to
the XBPM. This system will be effective for monitoring XBPM motion from milliseconds to hours.
However, its usefulness for the horizontal displacement measurement is questionable at time scales from
weeks to months due to diffusive motion of the floor.

Figure 3.3-6. Real-time mechanical motion sensing concept: Two sub-100-nm-resolution length meters
monitor the change of distance between the BPM and two points on a hydrostatic level reference system.
The BPM x-y position change can be easily calculated from the two distance changes.

An analogous system will be developed for the rf BPM pickup electrodes nearest to the
insertion device source points. In this case space constraints will require some nontrivial mechanical
engineering.
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Tunnel air-temperature variations have a significant impact on the support structure of the
insertion device vacuum chambers upon which the rf BPM pickup electrodes are mounted. For that
reason, a mechanical redesign of the support using materials such as Invar'™and titanium could reduce
sensitivity to air temperature fluctuations by as much as a factor of two. Coupled with a factor of
two improvement in air-temperature regulation, this redesign could be a cost-effective alternative for
improving overall BPM mechanical stability.

Work remaining for the BPM mechanical motion sensing system:

e Perform long-term stability measurements on the APS floor,
e Develop real-time BPM mechanical motion sensing system,

e Finalize cost / benefit analysis of deploying such a system vs investing in water and air
temperature regulation improvements and mechanical support structure redesign.

3.3.8 Storage Ring Air and Water Temperature Regulation Upgrade
[CAS]

Variation in storage ring air and water temperature are significant contributors to long-term
beam motion. Shown in Figure are typical tunnel air temperature data for one week of APS
operation, with doors closed. It appears that 80 to 90% of the time the air temperature lies in a range
of 0.6 °F, with temperatures wandering outside this range resulting in a peak-to-peak (pk-pk) or 100
percentile variation of 0.8 to 1.2 °F.

Given that the thermal expansion coefficient for materials like steel and aluminum is near
1075 / °F, and that the accelerator magnets are 1.4 meters above the floor, Figure implies that
accelerator components will move relative to the floor on the order of 10 to 15 microns pk-pk due to
air temperature variations over a one-week time period. Clearly, meeting the long-term drift stability
goals stated in Table [3.3-3] will be quite challenging with the present amount of tunnel air temperature
variation. Improving temperature regulation by an order of magnitude will likely be prohibitively
expensive, and other means, such as the BPM mechanical motion sensing system described below, will
need to be employed.

In any case, a goal of decreasing tunnel air temperature variation by a factor of two appears
achievable with reasonable cost, which will improve the ultimate performance of the mechanical motion
sensing system. It is planned to design a system similar to that being implemented for the NSLS-II
project, which will employ silicon-controlled rectifier (SCR)-controlled electric reheat coils to fine tune
and further stabilize supply air temperatures. The performance of the NSLS-II system will be closely
monitored as that system is commissioned.

Recent measurements indicate that rf BPM pickup electrode assemblies mounted on small-
aperture insertion device vacuum chambers move at the scale of tens of microns per °F of vacuum
chamber water temperature change [3.3-16]. The specification for water temperature is 2 °F pk-pk;
however, present typical performance is at the level of 0.2 °F pk-pk. This implies micron-scale motions
of the vacuum chamber, exceeding the budget for long-term beam motion listed in Table [3.3-3] A new
requirement placing a hard limit of 0.1 °F pk-pk on vacuum-chamber water-temperature regulation will
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Figure 3.3-7. Statistical data showing ranges of APS tunnel air temperature excursions over a one-week
time period.

reduce mechanical motion to the level of a few microns. Residual motions will need to be corrected
using the mechanical motion-sensing system.

While tunnel air and water temperature variation place fundamental limits on the ability to
stabilize long-term drift, of perhaps equal importance is the temperature stability of the electronics
racks within which the sensitive beam position monitor electronics are located. Modern designs are
relatively resistant to temperature variation, however even high-quality electronics performance has
been demonstrated to improve when placed in temperature-regulated electronics racks, as is being done
at NSLS-II [3.3-17]. A substantial amount of work will be required to assess the relative costs and
benefits of incremental improvements to tunnel air, water, and rack air temperature regulation.

Finally, should temperature improvements be deferred, work with the mechanical motion
monitoring systems is expected to improve long-term drift significantly.

3.3.9 Dependencies on Programmatic Work

There are a number of on-going projects at various degrees of completion being executed with
programmatic funds that directly or indirectly impact the attainment of ultimate beam-stability goals.
These include:
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Monopulse BPM data-acquisition system upgrade

X-ray BPM first article

Storage ring vacuum-chamber microwave mode dampers

Storage ring corrector power-supply regulator upgrade

Additional fast-steering corrector magnets

3.3.9.1 Monopulse BPM Data Acquisition System Upgrade

An AIP project was started c. 2005 to upgrade the data-acquisition portion of the aging
broadband monopulse rf BPM system. To that end, a fast-sampling FPGA data-acquisition board,
the BSP-100, was developed. As of May 2011, eight APS sectors had been upgraded with this new
hardware, with hardware in hand for an additional 10 sectors. Provided sufficient funds become
available, production of all hardware can be completed for the entire APS storage ring prior to major
APS upgrade installation activities. Since some in-scope BPM electronics is envisioned to use the
BSP-100 module, installation and checkout can be integrated in a straight-forward fashion between
ongoing electronics upgrades and the new APS-U project scope.

While a partial monopulse system upgrade could in principle be made compatible with the new
APS-U hardware without severe impact on ultimate AC beam stability, it would clearly be beneficial to
have the ongoing work completed in a timely fashion, to avoid obvious inefficiencies.

3.3.9.2 X-ray BPM first article

A first article grazing-incidence x-ray BPM based on x-ray fluorescence is being constructed
using programmatic funding for testing in late CY2011. The success of this test will add confidence in
the design methodology and provide an improved basis for cost estimation. This project in addition will
help in the identification of cost-saving strategies for the production units planned for the APS upgrade.

3.3.9.3 Storage Ring Vacuum Chamber Microwave Mode Dampers

A long-standing problem associated with the large-aperture APS storage ring vacuum chambers
is a spurious microwave mode that mimics vertical beam position signals. Specifically this mode has a
vertical component of electric field at the location of the BPM pickup electrodes and has a frequency
that falls within the processing bandwidth of the monopulse BPM front-end electronics. A solution
involving the insertion of conductive microwave gasket material into the chambers has been arrived
at and installed in Sector 29. The impact of not completing this work for the whole ring will be that
the affected sectors will have a reduced number of reliable beam position monitors. In any case,
with the proposed BPM electronics upgrades, there will be adequate coverage to provide the desired
improvements in beam stability. In addition, the presence of photon BPMs in the bending magnet
beamlines provide high-quality vertical position information. This work will be completed as funding
becomes available in coordination with other types of vacuum work on the large-aperture chambers as it
is scheduled.
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3.3.9.4 Storage Ring Corrector Power Supply Regulator Upgrade

Work is ongoing in the development of a new digital regulator for the storage ring steering
corrector power supplies and hardware that interfaces to them from the outside world (specifically, from
the real time feedback system). As things stand, a pair of fiber optics are run to each and every steering
magnet power supply to directly its digital-to-analog converter. Once the signal arrives, there are certain
time delay penalties associated with up/down counters, at the scale of tens of microseconds, before the
power-supply output current begins to change. As a result, if the power-supply regulator work is not
completed, it will impact the ultimately achievable closed-loop bandwidth of the real-time feedback
system, however there is good reason to think that 200 Hz should still be achievable. This eventuality
is also rather displeasing aesthetically, since a proper digital interface using modern components could
simplify the fiber plant substantially and therefore improve reliability.

3.3.9.5 Additional Fast Steering Corrector Magnets

The 38 existing fast corrector magnets are mounted on steel spool pieces located between
girders 1 and 2 in each sector. (Each APS sector comprises five girders plus an insertion device straight
section). By relocating an existing slow corrector magnet downstream by one meter to the spool piece
between girders 3 and 4, it will be possible to nearly double the number of available fast correctors
with minimal cost. This has already been done in three sectors, with additional sectors funded.
Completion of this task will improve the efficiency of the new real-time feedback system, allowing the
suppression of orbit disturbances with shorter spatial wavelengths.
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3.4 Insertion Devices [U1.03.04]

3.4.1 Introduction

As described in section [3.1.2] providing higher flux and brightness in the hard x-ray regime,
particularly at energies above 10 keV, is a significant aspect of the upgrade mission. The APS is a
third-generation light source, so the highest flux and brightness come from insertion devices (IDs). As
described below, many existing IDs at the APS are general-purpose devices that are not optimized for
particular experiments.

Hence, an important aspect of the upgrade is to provide tailored devices that will maximize
performance at the wavelengths of interest to particular experimental programs. In some cases, multiple
devices, each with a different period, are indicated, which may be served by a canted configuration
(section [3.4.7.2)), long straight section (section [3.2)), and/or a revolver ID (section [3.4.3.5). Beyond these
approaches, which utilize conventional hybrid permanent magnet devices, we will develop and deliver
three short-period superconducting undulators, as described in section These are a key technology
for enhancing brightness above 25 keV while maintaining other operating characteristics of the APS,
such as the maximum single-bunch current.
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Table 3.4-1. Summary of Undulator Types.

Type Status Special Features Number
for Up-
grade

Planar hybrid permanent Many in use at APS Established technology 5

magnet (HPM), out-of-

vacuum

Planar revolver HPM, out- In use elsewhere Selection of periods 6

of-vacuum

Superconducting planar APS-U R&D development Higher brightness, short 3

period

APPLE In use elsewhere Polarization control, har- 1

monic suppression, on-axis
heat load suppression

EMVPU (Electromagnetic New (to be developed as Polarization control, fast 1
variably polarizing undula- part of APS-U) switching
tor)

There are many technological options for producing synchrotron radiation, allowing the
radiation to be tailored to user requirements to a considerable degree. In the following subsections, we
discuss those options that are included as part of the upgrade. Table [3.4-1] summarizes the basic device
types, their status, and their applicability. At present, the quantities of new types of devices that will
be part of the upgrade scope are known. In many cases, the period lengths are also known. For a few
cases, the final period length has been set tentatively but may in the future be optimized based on the
needs of the individual beamlines and globally to control cost.

Below is an overview of existing devices at APS, including their properties and some of their
limitations. Following that is a description of the devices planned as a part of the upgrade, including
conventional planar undulators, polarizing undulators, and superconducting planar undulators. There
is no in-vacuum undulator included in the upgrade, and the reason for this is explained. Accelerator
physics requirements and issues related to insertion devices are reviewed. Finally, plans for improved
instrumentation to monitor and understand radiation damage to undulators are described.

3.4.2 Existing Devices

When the APS was originally built and undulators were being chosen for the beamlines, the
decision was made to standardize on the 3.3-cm-period Undulator A. Undulator A would be tunable
to produce a spectrum of radiation with neither big jumps in brightness nor gaps in the achievable
photon energy and so would satisfy most users no matter what specific photon energy they might want.
Standardizing on one type of undulator also allowed production efficiencies that lowered the cost per
undulator and sped up the rate of undulator deliveries. A few users decided that they would be better
served by a different period length (e.g., 2.7 cm or 5.5 cm) or type of undulator (e.g., an elliptical
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wiggler, which has since been removed), but most chose Undulator A.

Since then, more focused consideration of individual users’ experimental needs has resulted
in a greater variety of insertion devices. Table [3.4-2] shows the variety of insertion devices presently
installed.

Table 3.4-2. Breakdown of the 47 Presently Installed IDs. Device length includes the
ends — approximately one period at each end is less than full field strength. The K
value is at 10.5-mm gap unless stated otherwise.

Period length Number Length (periods) Kt
33-mm (Undulator A) 26 72 2.74
33-mm 6 62 2.74
18-mm 1 198 0.46
23-mm 3 103 1.172
27-mm 3 88 1.78
30-mm 2 79 2.20
30-mm 3 69 2.20
35-mm (SmCo) 1 67.5 3.08P
55-mm 1 43 6.57
128-mm (Circularly Polarized Und.) 1 16 K, <28

Gapsetto: *10.6mm, °9.5mm.

The result of the early standardization on the 3.3-cm-period Undulator A is clear in that a total
of 32 Undulators A are installed, of various lengths. In addition, a few as-yet-uninstalled Undulators
A are on hand, waiting until beamlines whose users have requested another Undulator A are ready for
them. Of the other devices, the shorter period lengths were chosen for higher brightness, especially at
higher photon energies. This higher brightness came at the cost of the low-energy end of the tuning
range, however. Longer period lengths were chosen to make even lower photon energies available.

The 3.5-cm-period undulator was made of SmCo magnets because of their better radiation
resistance. That undulator is installed in the sector with the small-aperture ID vacuum chamber that
serves as the effective scraper for the ring; the Undulator A previously installed in that sector suffered
from an unmanageably high radiation damage rate.

The all-electromagnetic circularly-polarized undulator (CPU) has the added capability of
producing different polarizations — left- or right-handed circular, or vertical or horizontal linear
polarization — depending on the need of the user experiment. It can switch rapidly between the two
circular polarizations, so that more sensitive difference measurements can reveal magnetic states of the
sample. It can also go to lower photon energies.

The 1.8-cm-period undulator is a special-purpose device that delivers essentially a single photon
energy (and its harmonics) with effectively no tuning range.

Tuning curves for these devices are shown in Figure [3.4-1] Note that, in general, devices with
periods shorter than 3.3 cm deliver increasing brightness for 10 keV and above. However, as the period
is reduced, gaps appear in the tuning curve. In addition, for sufficiently short periods, the device does
not produce sufficient magnetic field to reach the K =~ 1 region needed for maximized brightness. (This
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Figure 3.4-1. Tuning curves for the insertion devices presently installed in the storage ring. Different
undulator lengths are shown where there are sectors with two in-line undulators installed. All undulators
are 2.4-m long unless otherwise noted.

is particularly evident for the 1.8-cm-period device.) As we will argue in sections [3.4.3 and [3.4.6] in the
context of APS operations, the use of superconducting technology addresses this issue more effectively
than other options, allowing us to deliver on the bright promise of short-period devices.

In addition to these existing undulators, there is another type of undulator that is presently
under construction for the Intermediate Energy X-ray (IEX) beamline. It is an all-electromagnetic,
12.5-cm-period undulator that will have a quasiperiodic capability. More information about it is given in
section

3.4.3 Conventional Planar Devices [U1.03.04.01]

3.4.3.1 Basic Properties

Nearly all of the insertion devices installed at the APS are conventional planar undulators, as
can be seen in Table [3.4-2| above. The magnetic field of the undulator on axis is vertical, the wiggle of
the electron beam is horizontal, and the photons that are produced are horizontally linear polarized, at
least on axis. The magnetic field is produced by NdFeB permanent magnets in all of the planar devices
(except for the single SmCo-based undulator) with poles between the magnets. The poles are made
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of vanadium permendur (nominally 2% vanadium, 49% Fe, 49% Co), chosen because it has a higher
magnetic permeability than iron when it is properly handled and annealed, leading to a higher on-axis
undulator field. This called a hybrid permanent magnet design.

When assembled, the magnetization of the magnet blocks is parallel to the beam axis, with two
adjacent magnets being magnetized in opposite directions; the poles between the magnets focus the
magnetic flux across the gap. An advantage of this type of design is that the permanent magnet blocks
can be sorted so the inevitable variation in magnetic moments between the blocks is averaged somewhat
to even out the on-axis variation in magnetic field strength. This is the first step in magnetic tuning.

Occasionally interest is expressed in a planar undulator that produces vertical linear polariza-
tion, which would require a horizontal planar magnetic field. A planar horizontal field is impractical
for a simple conventional planar undulator intended for a storage ring. As discussed in section
relatively large horizontal acceptance is required for injection, so the insertion device vacuum chamber
must be wide, increasing the minimum magnetic gap. The magnetic field strength needed for a
reasonable tuning range then becomes out of reach. More complicated pole configurations are possible
and are used in circularly polarizing undulators where there is no other choice (see section [3.4.4), but
the achievable field strength is still less.

3.4.3.2 Choice of Device Parameters

The important characteristics of planar undulators for users are the period length of the
magnetic field and the maximum achievable strength of the field on the beam axis. In general, a shorter
period length means the maximum photon brightness will be higher and will occur at a higher photon
energy. This trend can be seen in Figure which shows the tuning curves for the planar undulators
presently installed at APS, assuming the same beam characteristics and the same overall undulator
length. The first, third, and fifth harmonics are shown when they are within the range of the graph.
Higher harmonics will also be present in the undulator spectrum but they are not included in the figure.
The tuning ranges shown are those that are met by the installed undulators.

As discussed briefly in the introduction to this section, there is a tradeoff in shortening the
period length in order to increase the brightness, in that the shorter the period length, the weaker
the on-axis field of the undulator (at the same gap). The highest field strength that the undulator can
produce on-axis, which is at the smallest gap permitted for the undulator, determines the lowest photon
energy that can be reached. The implication of this, and the tradeoff, can be seen in the figure as the
gaps between the first and third harmonics for period lengths shorter than 3.0 cm. For the 2.7-cm
period undulator, there is a gap between about 16.5 keV and 22.5 keV that is not covered by either
the 1st or 3rd harmonic. Even with the 3.0-cm-period undulator where there is continuous tunability
between the first and third harmonics, there is a discontinuity in brightness slightly below 15 keV as the
transition is made between harmonics. Some users find such a brightness discontinuity problematic, so
they might prefer a slightly longer period length.
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Figure 3.4-2. Tuning curves for undulators with a variety of different period lengths. The same overall
magnetic length and beam parameters are assumed for each device to show the effect of just a change in
period.

3.4.3.3 Power Load Considerations

The other consideration that must go into the choice of a period length is the power load from
whatever undulators will be in the straight section and how that power will be distributed on the front
end and beamline components. The total power and power density from planar undulators as a function
of the first harmonic energy are shown in Figures [3.4-3] and [3.4-4] Note that even if it is the third (or
higher) harmonic that is being used for experiments, the undulator is still producing the first and all
other harmonics, and they are all contributing to the overall heat load.

Engineers will continue to work with individual beamlines in order to customize power
handling for specific beamline and front-end configurations (see section 5.3). As a comparison point,
though, the allowable limits for total power and on-axis power density from all the insertion devices
that will be in simultaneous use in the straight section are 21 kW and 590 kW/mrad? for the highest-
power installed front-end design. Recently, we have developed software for automatic optimization of
ID choices, consistent with limits on power handling in the front ends. We have also developed a new
concept for beamline operation that may significantly increase the power-handling capability. Both of
these points are discussed in greater detail in section [3.4.8]

In the computations shown in Figure [3.4-3] a conservative minimum undulator gap of 10.5 mm
is assumed for the variable-gap undulators. The ultimate limit is imposed by the outer dimension of the
vacuum chamber. While 10.5 mm is in principle possible for the smallest ID vacuum chamber, it is not
in general achievable. Additional information and a detailed table of the power and power density as a
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function of gap for various planar IDs can be found in ref. [3.4-1].
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Figure 3.4-3. Total power from different planar undulators plotted as a function of the first harmonic
energy for a beam current of 100 mA. For the permanent-magnet undulators, a device length of 2.4 m and
a minimum gap of 10.5 mm are assumed. Power densities for planar superconducting undulators are also
included; for those, a magnetic length of 2.0 m is assumed. Neither the superconducting undulators nor
the permanent-magnet undulators with a * have been built (yet), so the calculation is based on estimated
magnetic fields.

Note that the tuning curves given in Figures [3.4-2] [3.4-3] and [3.4-4] are relevant for undulators
of a given period length independent of the technology used in the particular undulator. Using a
technology that can produce a stronger magnetic field will not change the brightness or power for a
given photon energy. What is gained by employing technologies that can produce a higher magnetic
field is tuning range — the curves shown will extend to lower photon energies, with the minimum
photon energy determined by the maximum field that is achievable.

3.4.3.4 Available Devices

New undulators with period lengths of 3.0, 2.7, and 2.3 cm can be readily provided to users,
as these were designed and built at APS. The SmCo undulator is also an APS design. In addition,
construction of a 3.6-cm-period undulator is presently underway, again to an APS design. There are
a few as-yet uninstalled 3.3-cm-period undulators on hand at APS; it is anticipated that there are just
enough to fulfill users’ requests. Undulators with new period lengths that are not very different from the
present undulators can be designed readily.
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Figure 3.4-4. On-axis power density from different planar undulators, as a function of the first harmonic
energy for a beam current of 100 mA. For the permanent-magnet undulators, a device length of 2.4 m and
a minimum gap of 10.5 mm is assumed. Power densities for planar superconducting undulators are also
included; for those, a magnetic length of 2.0 m is assumed. Neither the superconducting undulators nor
the permanent-magnet undulators with a * have been built (yet) so the calculation is based on estimated
magnetic fields.

While new period lengths can be designed and provided, issues can arise around the availability
of spares. It is not financially feasible to keep spares for all devices when there are many different
periods. The most common components to fail are the encoders, so a supply of replacement encoders is
kept on hand.

Magnet blocks can become demagnetized as a result of radiation exposure, though this problem
is less common now than in the past. For modest damage, we can taper the undulator, which works
because of the pattern of the demagnetization. More significant damage requires removal of the
undulator and, sometimes, replacement of damaged magnet blocks. For this reason, spare magnet
blocks are kept on hand for each of the period lengths. If insufficient spares are available, magnets
can be remagnetized, but disassembly, remagnetization, reassembly, and tuning requires more time
than available in a normal shutdown. In such a case, we would install a spare Undulator A (or another
available device) until the work is completed.

It may be helpful to users considering new period lengths to have some guidelines for what the
expected minimum-gap field would be. A number of design studies in two dimensions were recently
carried out for a variety of period lengths. A good fit for undulators using NdFeB magnets was found
with the equation [3.4-2]

Begi(Tesla) = 3.276¢ 4517 +1:207% (3.4-1)
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where r is the ratio of the gap/period. This expression can be used with two caveats: 1) the three-
dimensional (i.e., real-world) field is slightly lower than the 2-D calculation, possibly by 1%; and 2)
various other real-world variables (e.g., construction tolerances, variation in pole heights that affect the
accuracy and interpretation of a gap measurement, strength of as-delivered magnet blocks) result in a
disagreement in the effective field between calculation and measurement of about 2%. More details of
these estimates are given in ref. [3.4-3].

3.4.3.5 Revolver Undulators [U1.03.04.04]

A revolver-type undulator is another possibility for offering greater flexibility to a beamline.
(See [3.4-4] and references therein, as well as [3.4-5].) A revolver undulator provides the user with the
option to switch between two or more magnetic structures at will. Each structure can be optimized for
a specific requirement or in order to cover a given spectral range with higher average brightness than
would be possible with a single device.

In a revolver undulator, two or more magnetic structures of different period lengths are mounted
together in a single undulator support. The upper and lower strongbacks both hold several magnet
arrays, e.g., two arrays oriented at 90 degrees with respect to one another. The jaw revolves (at open
gap) to select the desired magnet array, after which the gap may be closed so the selected period length
is the one producing photons. Users can change between the two different period lengths as needed.

A preliminary analysis was conducted of the feasibility of revolver devices for APS. This
revealed several challenges. The APS ID vacuum chambers and vacuum chamber supports are
moderately bulky, as was needed to allow the present undulator gaps, and attention would be needed to
ensure that the revolver stays clear of the chamber and supports. A special revolver strongback would
be used instead of the present design and would require additional vertical space, so the achievable
maximum gap might be limited to 150 mm. The present magnetic structure design has the magnets
and poles mounted on a baseplate that is, in turn, mounted to the strongback. Mechanical shimming
between the strongback and the baseplate is an important step in the magnetic tuning of the undulators.
In a revolver, however, there would not be enough space for a baseplate, so magnetic tuning techniques
would need adaptation.

As in the current devices, a minimum gap of 11 mm would still be achievable, so the individual
magnetic arrays of a revolver would deliver comparable performance to a single undulator. Some
aspects of the present undulator supports could also apply to specialized revolver supports, but many
changes would be needed, including possible changes in materials. New constraints would be imposed.
For instance, the less-rigid strongback would limit the magnetic structures to period lengths of 3.0 cm
or less, and the overall undulator magnetic length would be limited to 2.4 m unless extensive design
work is undertaken.

A preliminary cost estimate was undertaken based on the foregoing, assuming two hybrid
permanent-magnet assemblies at 90-degree orientation, each having a length of 2.4 m. A rendering of
a possible device is shown in Figure We also assumed that the period of the devices was chosen
to match an existing design (i.e., 2.3, 2.7, or 3.0 cm), with a minimum gap of 11 mm. Essentially
the same gap-separation mechanism we currently employ is used, with extensive frame modifications.
A unique strongback, possibly of stainless steel rather than aluminum, will be required. Existing
magnet-assembly designs are used with the divider plates mounted either directly to the special revolver
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strongback or to a full-length “baseplate,” now more of a “mini-strongback.” The existing discrete
baseplates cannot be used as they consume scarce height without providing bending resistance, which
has magnetic tuning implications. The gap control system will also require a redundant interlock that
will inhibit gap motion while the revolver axis is moving.

Figure 3.4-5. Rendering of a preliminary design concept for a two-period revolver undulator.

The ability to taper the gap of the magnetic structure is presently built into the gap separation
mechanisms of the planar undulators. It will be retained in the revolver undulators, for two reasons.
1) Tapering proved to be essential with radiation-damaged undulators, when tapering the undulator
gap was the first, and key, step for correcting for radiation damage. 2) Tapering an undulator results in
changes in both the spatial and energy distributions of the photon beam produced. One APS beamline
specifically requested the ability to broaden the spatial beam size in order to image a sample as large as
a bug or a mouse heart. Calculations of the effect of tapering the undulator found, and measurements
confirmed, that the desired spatial broadening can be achieved. While there is some associated loss in
flux, it is at a level that is acceptable to the user. Details of the measurement and calculation will be
published shortly [3.4-6].

There are of course possibilities for taking the design beyond the basis of this estimate. Use in
a canted sector is possible but may require changes to existing canting magnets, supports, and vacuum
chamber. Periods longer than 3.0 cm are possible but will require more costly frames and strongbacks.

Optimization of Revolvers Optimization of the periods on a revolver cannot take place without
knowledge of the requirements of x-ray users, which have only recently been defined. However,
we have developed a methodology and software for choosing revolver periods. This will be applied
systematically to refine choices of revolver periods. The methodology is described in section [3.4.8]
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Revolvers are well suited to providing highly tuned performance at a few energies, perhaps
coupled with a broad, general-purpose capability. In addition, one can use two periods to provide better
performance over a broad energy range than possible with a single period. By way of example, we
consider two hypothetical cases, which demonstrate the value of both revolvers and the optimization
techngqiue.

1. Operation at 12.4 keV with broad tuning between 5 and 30 keV, shown in Fig. 3.4-6] The
single-period optimization chooses a U30, which is a very versatile device. With a two-period
optimization, a U24 is added, increasing performance at 12.4 keV by a factor of more than 2.

2. Operation with broad tuning between 40 and 100 keV, shown in Fig. The single-period
optimization chooses a U25. The two-period optimization adds a U26, significantly improving
performance by filling in where the U25 performance falls off.
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Figure 3.4-6. Comparison of optimized one- and Figure 3.4-7. Comparison of optimized one- and
two-period devices to a UA, assuming 2.1-m-long two-period devices to a UA, assuming 2.1-m-long
canted devices. The target energy bands were 12.4 canted devices. The target energy band was 40.0
keV and 5-30 keV, and are indicated by the keV to 100 keV, as indicated by the vertical lines.
vertical lines. The single-period 30-mm curve is The single-period 25-mm curve is offset slightly
offset slightly for visibility. for visibility.

3.4.4 Devices for Polarized Radiation Production [U1.03.04.02]

3.4.4.1 Introduction

Nearly all of the presently installed insertion devices are conventional planar undulators. On
the beam axis, they produce a magnetic field that is vertical and that varies in strength approximately
sinusoidally along the axis. Off the beam axis, horizontal transverse and longitudinal field components
begin to appear (and of course the inevitable field errors can introduce such small components on
axis), but still the electrons travel through the undulator wiggle in the horizontal plane and produce
horizontally linearly polarized photons.

Insertion devices can be built that produce both vertical and horizontal field components on
axis. Often, the maxima in the horizontal field are midway between successive maxima in the vertical
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field so that the field direction seen by the beam rotates along the length of the device. The resulting
trajectory is no longer planar; if the magnitudes of the vertical and horizontal field components are the
same, then the beam travels in a circular helix and produces circularly polarized photons. Circularly
polarized light is often used in studies of magnetic properties of samples.

There are a number of alternatives available for producing polarized radiation. Those that
are included in the upgrade project are an APPLE-type undulator and an electromagnetic variably-
polarizing undulator (EMVPU) that can switch polarization rapidly. Their characteristics are discussed
below. Following that is a brief description of the variably-polarizing undulator that is presently under
construction for the IEX beamline. Although it is not part of the upgrade project, it is included here
because its quasiperiodicity may be sought by other users in the longer-term future of APS.

3.4.4.2 Electromagnetic Variably Polarizing Undulator (EMVPU) [U1.03.04.02.01]

An undulator that is capable of producing variable polarization in the soft X-ray regime has
been requested by a group of users for their magnetic studies. They want to be able to choose between
left- and right-circular, and horizontal and vertical linear, polarization in an energy range below 2 keV.
A minimum photon energy of 400 eV would offer access to the nitrogen edge at 409 eV. The optics for
this beamline will be optimized at 800 eV after the upgrade.

A particular demand of the magnetic studies is the ability to switch between left- and right-
circular polarization sufficiently rapidly that lock-in techniques can be employed. The request is for
switching at 10 Hz; a switching speed below 5 Hz would not provide a sufficiently reliable XMCD
signal given the users’ present data-collection times. The circular polarizing undulator (CPU) [3.4-7]
presently available to these users is only able to switch at 0.5 Hz.

Achieving such a high switching speed will require that the coils have both a low static
resistance and a low reactive resistance. The EMVPU has not been designed yet, but it is anticipated
that it may resemble the existing CPU. A cross-sectional view of the CPU magnetic structure is shown
in Figure [3.4-8] The horizontal field component is produced by four poles. Two are shown in the figure;
the other two are in symmetric positions below the axis. The vertical field is produced by two poles:
the one shown in the figure and another in a symmetric position above the axis. The coils are large buss
bars, to minimize the static resistance, and they follow a serpentine path among the poles, to minimize
the inductive impedance. The CPU design will need revising, however, both to increase the switching
speed and to decrease the minimum photon energy below its present 500 eV.

Experience with the CPU showed the importance of time-dependent corrections to the
integrated field of the device. Feed-forward look-up tables were generated based on measured
perturbation of the stored electron beam. An arbitrary function generator is used to provide time-
dependent corrections.

3.4.4.3 APPLE (Advanced Planar Polarized Light Emitter) Undulator
[U1.03.04.02.02]

Probably the most common variably polarizing type of undulator worldwide is the APPLE-
style undulator. Though there are none at APS yet, some users have expressed interest in having an
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Figure 3.4-8. Cross section of the all-electromagnetic circularly polarizing undulator (CPU). The cross
section through a vertical pole is shown in the lower half; the cross section through a horizontal pole is
shown in the upper half. The assembled device is in reality symmetric top-to-bottom, with the vertical
poles offset by a quarter-period in the beam direction from the horizontal poles. The CPU fits around a
standard ID vacuum chamber.

APPLE-style device for their beamline, and one APPLE undulator is included in the scope of the
upgrade. An APPLE undulator can be used when the period length of the desired undulator is too
short to allow space for coils for an electromagnet. A sketch of the magnetic structure scheme is
shown in Figure [3.4-9] Four arrays of permanent magnets are combined into two jaws — effectively,
one jaw of a standard pure permanent magnet undulator is split in half longitudinally, with the split
located immediately above (or below) the beam axis. The longitudinal arrays are then allowed to shift
longitudinally with respect to one another. With one phase setting between the magnet arrays, it is

a standard planar undulator. At another phase, the combined effect of the arrays produces circular
polarization. The motion to change polarization is mechanical, so polarization changes are too slow for
lock-in techniques. The gap of an APPLE undulator can also be changed, but since the vertical and
horizontal field components change differently with gap, a longitudinal shift may be needed to preserve
the polarization as the gap is changed.

There will be challenges in building and running an APPLE-style undulator. Mechanical design
and construction are complicated by the magnetic forces between the jaws that change depending on the
phase of the longitudinal shift. These forces can be particularly strong because the magnet arrays are so
close to one another. The holders for the magnets can be made more robust but still need to fit around
a vacuum chamber. An APPLE-style undulator provides challenges as well for stored beam control.

The magnetic field at the position of the beam is not uniform in space, so it contributes to effects on
the stored beam. The attention of accelerator specialists will be needed to ensure that changes in the
settings of the APPLE do not affect the beam seen at other beamlines. These challenges have been met
successfully at other storage rings, including many with electron beams that are less stiff than at APS,
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Figure 3.4-9. Magnetic structure scheme for an APPLE-style undulator. The red line represents the
electron beam. The magnetic arrays can be shifted longitudinally with respect to one another to change the
polarization.

however.

The use of APPLE undulators worldwide, especially at lower-energy rings, is so common today
that several companies successfully produce APPLE undulators commercially. Since only one APPLE is
included in the scope of the upgrade, we expect that we will purchase the device rather than attempt to
develop a design ourselves.

3.4.4.4 IEX Undulator and Quasi-periodicity

Another undulator with variable polarization is under development outside of the APS upgrade
for the intermediate energy x-ray (IEX) beamline. Although this is outside the upgrade, we cover it for
completeness. “Intermediate” energy in this case is actually quite low for the APS: the undulator will
be able to go as low as 0.25 keV in horizontal linear mode and as low as 0.44 keV in vertical linear
or circular polarization mode. The more restrictive tuning range, when there is a vertical component to
the electron motion, is due to the opening angle of the radiation output. A section of vacuum chamber
downstream does not have high enough vertical clearance to avoid an unacceptable risk of overheating
the chamber. At 12.5 cm, the period of this undulator is long enough that it can be all electromagnetic.

An advantage of an all electromagnetic undulator is that it can readily be made variably
quasi-periodic. A few of the coils will be wired and powered separately from the rest. When those coils
are operated at the same current as the rest, the device will be a standard periodic undulator. They can,
however, be operated at a different current. The quasiperiodic poles will be chosen to be spaced apart
by 6 or 7 poles, and the poles will come in pairs so there is no net steering of the electron beam.

The advantage of such a device can be seen in Figures [3.4-10| and [3.4-11] While the errors
being introduced in the undulator field cause, not surprisingly, a decrease in the height of the first
harmonic peak, they also cause the higher harmonics to shift in energy. With the downstream
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monochromator set to transmit the first harmonic photon energy and its multiples, the shifted harmonics
will be stopped. The effect is particularly noticeable in linear polarization mode, Figure but also
has an effect on the on-axis flux in circular mode, as can be seen in Figure [3.4-T1] The decrease in
current for the quasi-periodic poles can be made user-adjustable to allow the tradeoff between photon
loss in the first harmonic and the reduction in higher-harmonic contamination to be optimized. Note
that this quasi-period scheme does not give any reduction in power load hitting the monochromator.
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Figure 3.4-10. Effect of quasi-periodicity on the spectrum in linear polarization mode. The vertical lines
mark the positions of integer multiples of the first harmonic. With quasi-periodicity turned on, the higher
harmonics shift to lower energies.

3.4.5 In-Vacuum Undulators

At present, all APS undulators are out-of-vacuum. There is no plan to develop or acquire
in-vacuum undulators as part of the upgrade. The explanation for this choice follows.

An out-of-vacuum undulator requires a vacuum chamber in the gap of the device, and means
that the undulator magnetic gap will be considerably larger than the beam aperture. For a vertical
beam aperture of 8§ mm, the minimum undulator magnetic gap is generally 11 mm. Putting the
undulator magnetic structure inside the vacuum chamber, however, allows a smaller magnetic gap.
Such devices have been installed at other light sources, and technical challenges — such as providing
a smooth conducting surface to reduce electron-beam impedance and the need to bake out in-vacuum
components, including magnets that are susceptible to thermally induced demagnetization — have been
met.

In light of this, it is natural to ask what might be achieved at APS with such devices. The
critical issue [3.4-8] is maintaining the same beam impedance as those of out-of-vacuum undulator
chambers to allow 16-mA operation in hybrid mode and 150-mA operation in 24-bunch mode. Since
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Figure 3.4-11. Effect of quasi-periodicity on the spectrum for circular polarization. The vertical lines mark
the positions of integer multiples of the first harmonic. Although the harmonics start out with a lower flux
rate than in the linear case shown in Figure[3.4-10, quasi-periodicity can still help reduce the harmonics
further.

the IVUs require a movable taper of higher impedance than that of fixed taper, the required beam-stay-
clear gap for an IVU is 8.75 mm or greater in order to ensure that the impedance does not increase
relative to a standard APS chamber. With this constraint, the performance of IVUs is not much different
than existing out-of-vacuum devices [3.4-3].

It is partly because of this issue that the APS upgrade is pursuing the use of superconducting
undulators (SCUs), which offer superior performance to IVUs without increasing the impedance.
However, if SCUs prove unworkable for some reason, we might wish to reconsider IVUs in a few
locations. To support a beam stay clear of 7 mm in an IVU while still allowing 16 mA hybrid mode, it
will be necessary to modify the straight section to control the impedance. Referring to the long-straight-
section work on mitigating the increased impedance effect in section [3.2.4] we could combine a long
55-cm transition (Figure [3.2-28)) with a movable taper having a much smaller maximum gap of 12 mm.
Since the new movable taper will be of smaller slope and horizontal aperture, the combined impedance
would be reduced to that of an 8-mm-gap fixed taper. However, R&D would be required to separate the
conductive liner from the IVU when opening the magnetic gap past 12 mm. Though it would seem that
an IVU could be installed without increasing the impedance, certainly the cost of an IVU will increase
significantly due to the fabrication and installation of a new chamber with a long transition.

Another way to mitigate the impedance issue absent a combination taper design is to lengthen
the bunch, either with a dedicated bunch-lengthening cavity or a full complement of (i.e., 16)
deflecting cavities in the SPX system (see section [3.5.4.3). However, we have elected not to pursue this
possibility, for four reasons. First, we do not intend to install the full complement of deflecting cavities
as part of the upgrade, so the effect on bunch length or instability threshold is diminished. Further,
installation of dedicated bunch-lengthening cavities is outside the scope of the upgrade. Second, we do
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not wish to link the success of one upgrade (insertion devices) to the implementation of another (SPX).
Third, in light of the mission need to better serve timing studies, a better use of a lengthened bunch
would be to operate at even higher single-bunch current, which requires careful preservation of the
transverse impedance. Finally, the potential benefit for APS from IVUs is less than the expected benefit
from superconducting devices.

3.4.6 Superconducting Undulator [U1.03.04.03]
3.4.6.1 Introduction

A superconducting undulator (SCU) employs a set of superconducting coils to generate a
periodic magnetic field. Due to the high current-carrying capacity of superconductors, magnetic flux
densities near 1 T can be reached despite undulator period lengths as short as 1.5 to 2.0 cm. (In a
conventional permanent magnet or hybrid device, reaching a 1-T field would typically require a period
length closer to 3 cm.) Such short-period undulators are becoming very attractive because they produce
high brightness at higher photon energies. According to our detailed analysis of various undulator
types, including conventional hybrid technology and in-vacuum permanent magnet technology [3.4-9],
superconducting undulators should outperform all other technologies in terms of peak magnetic field
for a given period length and magnetic gap, as illustrated by Figures [3.4-12] and [3.4-13] Hence,
superconducting undulators are the preferred method of satisfying the mission need to produce brighter
x-rays at 25 keV and beyond.
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Figure 3.4-12. Comparison of the brightness from undulators with various period lengths, including
hybrid permanent magnet undulators and a superconducting undulator with a 16-mm period. Beam
parameters are for the present APS. See text for further explanation.

On-axis brilliance tuning curves for three in-vacuum undulators (1.6-cm, 2.0-cm, and 2.5-cm
periods, each 2.4-m long) compared to the APS Undulator A for harmonics 1, 3, and 5 in linear
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Figure 3.4-13. Comparison of the brightness from superconducting undulators with various periods. Beam
parameters are for the present APS.

horizontal polarization mode for 7-GeV beam energy and 100-mA beam current are shown in

Figure [3.4-12] The minimum reachable harmonic energies were calculated for in-vacuum undulators
assuming SmCo magnets and a 5-mm beam stay-clear gap. For comparison, the data for a 1.6-cm
superconducting undulator at 9-mm pole gap have been marked separately by the two crosses. As is
seen from Figure [3.4-12] the 9-mm gap SCU at the first-harmonic energy of 17.2 keV nearly overlaps
with the 5-mm gap in-vacuum SmCo undulator. A magnetic gap as small as 5 mm is impractical for
the APS storage ring, while the 9-mm gap of the SCU allows enough room for a beam chamber. This
issue is particularly important given the strong desire to continue to run with high single-bunch current,

e.g., in hybrid mode (see sections [3.4.5| and [3.2.4) ).

In principle, superconducting undulators could be built with different period lengths. The
on-axis brilliance tuning curves with the overlaps between harmonics removed for five superconducting
undulators (1.6-cm, 2-cm, 2.5-cm, 3-cm, and 3.5-cm periods, each 2.4-m long) compared to Undulator
A for harmonics 1, 3, and 5 in linear horizontal polarization mode for 7-GeV beam energy and
100-mA beam current are shown in Figure [3.4-13] The minimum reachable harmonic energies were
calculated assuming a 9-mm magnetic pole gap. As in the previous example, ideal magnetic fields were
assumed for the calculations. It should be noted that a variety of undulator types could be built with
superconducting technology including planar, helical, and even a quasi-periodic device [3.4-10] that
provides a nearly monochromatic photon flux.

(In these illustrations, we’ve assumed identical magnetic lengths for all devices, whereas in
reality the SCU would have shorter magnetic length for the same available length due to the cryostat
and cryogenic transitions. The case for the SCU performance advantage is presented more rigorously in

section [3.4.8])

3—84



APS-U Conceptual Design Report Chapter 3
3.4.6 Superconducting Undulator

3.4.6.2 Worldwide Status

The advantage of applying superconducting technology to undulators has long been recognized
by both high-energy physicists and the synchrotron light source community. A superconducting helical
undulator was developed at Stanford for the very first free-electron laser experiment in the 1970s [3.4-
11]. In the 1980s, the use of such undulators for positron sources in high-energy physics was suggested,
and the idea was demonstrated at Budker Institute, Russia [3.4-12]. Recently, a 4-m superconducting
helical undulator module was built at the Rutherford Appleton Laboratory, UK, for the International
Linear Collider positron source R&D program [3.4-13]. In Europe, a superconducting planar undulator
built by ACCEL is in operation at the ANKA light source in Germany [3.4-14], and another device for
ANKA is being built by Babcock Noell GmbH [3.4-15]. In Asia, R&D on a superconducting undulator
is underway at the National Synchrotron Radiation Research Center, Taiwan [3.4-16]. As far as we are
aware, there are no superconducting undulators currently in operation in the U.S.

3.4.6.3 Feasibility Study at the APS

Since there are no commercial vendors of superconducting undulators in the world except
possibly a single company in Germany, an in-house R&D program was started at the APS to develop
superconducting undulators. In 2008-09 our activity was focused on developing construction techniques.
This phase involved magnetic modeling, developing manufacturing techniques, building, and testing
short prototype magnets.

Magnetic simulation of the superconducting undulator was performed using the 2D and 3D
OPERA software packages. The issues addressed were the field profile, the undulator peak field value
(the maximum field on the undulator axis), design of the magnet ends including correction coils, and
calculation of the load line of the superconductor [3.4-17]. The task of magnetic modeling was to find
the shortest period length that would give the desired tuning range of 20-25 keV in the first harmonic
without violating the APS storage ring required beam stay-clear of 7 mm in the vertical direction. Since
the magnetic structure of the planar superconducting undulator consists of two half-magnets separated
with a magnetic gap where a beam chamber is located, a magnetic gap of 9 mm was chosen for the
modeling, taking into account the thickness of the beam chamber walls.

Despite the opportunities offered by the higher critical current density of a Nb;Sn supercon-
ductor, we have chosen the widely used and robust NbTi superconductor for our first superconducting
undulators. In particular, a round NbTi wire with 0.75-mm outside diameter available from Supercon
Inc. was used for the modeling. The superconductor load line was calculated for a period length of 16
mm and a magnetic gap of 9 mm. The calculation showed that the on-axis field of 0.64 T required for
the first harmonic energy of 20 keV could be achieved at a wire current of 429 A. At this current the
superconductor is at 65% of its critical value at a temperature of 4.2 K. The calculated temperature
margin was about 2.1 K. At a magnetic gap of 9.5 mm, the operational current rises to about 500 A, as
was found in the tests of the prototype coils (see below).

In the undulator structure, the winding core (or the former) can be made of either nonmagnetic
(e.g., an Al alloy) or magnetic material (e.g., a low carbon steel 1006-1010). The effect of a magnetic
core on the undulator peak field and the superconductor peak field (the maximum field in the
conductor) was analyzed using a 2D OPERA model. It was found that the ratio of the maximum field
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in the conductor to the on-axis peak field is the lowest for the iron core case, at about 2.8, as compared
to 3.3 for the nonmagnetic core case. According to the simulation, the magnetic core increases the
undulator peak field value by about 7% as compared to that of the nonmagnetic core. However, only a
relatively thin layer of magnetic material around the coil winding is required.

This conclusion has led us to the possibility of making the cores using an assembly technique
such that magnetic poles are inserted into the grooves precisely cut on a magnetic or nonmagnetic
central core part, as opposed to an approach in which the core is machined out of a single block of
material. A number of short prototypes were built in the course of developing these manufacturing
techniques, starting with coils about 100 mm in length (10-pole prototypes) and then moving to a
length of about 330 mm (42-pole coils), as summarized in Table [3.4-3]

Table 3.4-3. Short Undulator Prototypes Summary.

Prototype 1 2 3-5 Assembly 1 Assembly 2 Assembly 3
No of poles 10 10 10 42 42 42
Core/pole material AI/Al  Iron/lron  Al/Al Iron/Iron Al/Iron Iron/Iron
LHe test status Tested  Tested Used Tested Tested Tested
for
impreg-
nation
study
Peak field 0.65T 0.61T 0.65T
at 500 A at 500 A at 500 A
Phase error 7.1° 5.0° 1.8°
at 500 A; at 500 A; at 500 A;
3.3° 3.0° 1.6°
at200 A at 200 A at 200 A
Expected >75% of ideal in 3™ ~100% of ideal in 3"
spectral harmonic (60 keV); harmonic (60 keV) ;
performance >55% of ideal in 5 >97% of ideal in 5"
harmonic (100 keV) harmonic (100 keV)

It is worth mentioning that the manufacture of superconducting undulators is a technological
challenge as it requires precise winding on precisely machined formers. We measured the geometry of
the formers and found that a precision in the groove width of 9 pu rms and in the groove depth of 7
u rms was achieved for a pair of 42-pole assembled cores. The coil winding onto these formers was
performed on a specially built winding machine. Finally, the coils were impregnated with epoxy resin.
Several small coils were used to develop vacuum impregnation techniques, in collaboration with experts
from the Technical Division of Fermi National Accelerator Laboratory (FNAL). Our study confirmed
that the quality of resin impregnation affects the training of a superconducting coil. Thus, a 42-pole
coil with no visible cracks in the resin reached the plateau in tuning curve after only 4 quenches while
another coil with cracks required substantial training.

Three 42-pole double-magnet assemblies were built with a 9.5-mm magnetic gap, two with
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an iron core and iron poles, and one with an Al core and iron poles. All three assemblies were
successfully tested in a vertical LHe bath cryostat, as shown in Figure [3.4-14] [3.4-18].
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Figure 3.4-14. Photograph of a 42-pole prototype SCU assembly ready for testing in a vertical LHe dewar.
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Figure 3.4-15. Measurements for a 42-pole prototype SCU assembly.

The coils were trained and reached critical currents of 720 A - 760 A, which compares very
well to the required operational current between 200 A (for 25 keV in the first harmonic) and 500 A
(for 20 keV in the first harmonic). Thus, the design undulator peak field between 0.38 T (at 200 A) and
0.65 T (at 500 A) was successfully achieved.
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The magnetic field profile was measured with a cryogenic Hall probe. Results are shown in
Figure It was shown that a design that includes trim coils at each end of the magnet could
meet magnetic field quality requirements for the first and second field integrals and for phase errors.
For the first two test assemblies rms phase error ranging from 3 to 7 degrees were calculated for the
measured field profiles such as those shown in Figure [3.4-15] We have recently measured the third
assembly that has achieved the phase errors below 2 degrees rms without any magnetic shimming. This
compares favorably to the original specifications developed during APS construction for Undulator A.
The conclusion from our R&D experience is that the superconducting magnetic structure is intrinsically
precise as soon as it is fabricated accurately.

3.4.6.4 Heat Load Estimates

A superconducting undulator employs coils wound with superconducting wire to generate
high magnetic field and therefore requires the magnetic structure to be cooled to about 4 K when
low-temperature superconductors (LTS), such as NbTi and Nb;Sn, are used. For our first devices, NbTi
superconductor was chosen because it is a more established technology and easier to implement. A
challenge in successful implementation of low-temperature superconducting technology is the heating
caused by the electron beam passing through the undulator beam chamber. Image currents and other
effects may cause the coil temperature to rise above the critical temperature of the superconductor.
Therefore, predictions of the heat load and appropriate design of the cooling system become highly
important issues.

Estimates of the various contributions to the heat load due to the stored beam are shown in
Table

Table 3.4-4. Beam-Related Heat Loads.

Heat source Heat load on 2-m-long beam chamber
Image current 2.44 W (at 100 mA)

4.88 W (at 200 mA) [3.4-19]
Electron cloud 2 W [3.4-19]

Wakefield heating in the 0.093 W [3.4-19]
beam chamber transition
Synchrotron radiation from ~0.1 W (for wide chamber)
upstream magnet (40 W for narrow chamber )
Injection losses 40 W (injection accident)

2 W (non-top-up mode)

0.1 W (normal top-up mode) [3.4-20]
Max heat load ~45 W (injection accident)

~6.6 W (non-top-up mode)

Sources of heat on the SCU beam chamber caused by an electron beam include wall heating
due to beam-induced image currents, electron cloud or multipactor effects, direct beam strikes, and
wakefield effects. The superconductor undulator beam chamber is made of extruded Al 6063T5 alloy
and has a vertical aperture of 7.2 mm. For calculation of resistive wall heating, a simplified planar
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geometry with 7-mm gap was used, and a residual resistivity ratio (RRR) of 45 was assumed for the
wall material, giving wall heating of 1.22 W/m at 100-mA beam current. This value is scaled up to
4.88 W for a 2-m-long beam chamber and a beam current of 200 mA.

Electron cloud heating arises from electrons in the vacuum chamber being accelerated into the
vacuum chamber wall because of repulsion from a passing beam bunch. When they strike the wall,
secondary electrons are emitted. The secondaries will in turn be accelerated into the wall. The heating
effect is estimated to be 2 W.

The SCU beam chamber has a vertical aperture smaller than the aperture of the storage ring
chamber. The resulting transition from the standard chamber height down to the SCU chamber causes
electromagnetic field perturbations, resulting in wakefield heating. In our design, the transitions are
outside the SCU cryomodule in the room-temperature region, and therefore the estimated heat load in
the cold region due to this effect is as small as 0.1 W.

Another source of SCU beam chamber heating is a flux of photons from an upstream bending
magnet. This can cause substantial heating but is relatively easy to eliminate by masking off the photon
beam upstream of the superconducting undulator and by increasing the horizontal aperture of the
SCU beam chamber such that the photon beam passes cleanly through. The resulting heat load is then
reduced to the level of 0.1 W.

Finally, there might be heating caused by the electron beam injection losses or losses of
Touschek-scattered electrons on the SCU beam chamber. The heating due to the former is at most
about 2 W under normal operation. The highest heat load on the SCU beam chamber is due to a
possible injection accident resulting in a heating power as high as 45 W, which in principle could go
on indefinitely. This is most likely to happen during machine studies but can be eliminated by adopting
careful procedures for conducting studies. Also, the superconducting undulator magnet should be
switched off during such an exercise to prevent quenching. We can also instrument the area around the
undulator to allow us to detect beam losses promptly, as described in section [3.4.9

Based on these analyses, the maximum heat load during normal operation is estimated to be
under 7 W. The SCU cooling system, as described below, has a beam chamber cooling capacity of 40
W, which provides a comfortable margin for normal operation.

3.4.6.5 Cooling Scheme Concept

As indicated in Table the heat load on the beam chamber from beam-related effects
could be as high as about 45 W in the case of an injection accident. In order to prevent this heat from
reaching the superconductor, the chamber will be thermally isolated from the superconducting coils and
separately cooled by the two lower cryocoolers shown in Figure [3.4-16] These cryocoolers will hold the

beam chamber at approximately 20 K and will also be used for cooling two radiation shields to 20 K
and 60 K.

The superconducting coils are cooled by liquid He (LHe) that flows through channels in
the center of the magnetic cores and is gravity driven in a thermosiphon loop. A cryocooler-cooled
recondenser in the LHe tank reliquifies evaporated He, making it a closed system. This and another
cryocooler mounted to the top of the cryostat are also used to cool the current lead assemblies.

3—89



Chapter 3 APS-U Conceptual Design Report
3.4.6 Superconducting Undulator

Current lead C/WOCOOIQP‘:@OK
assemblies He il
e fi
\_'_'. 1 _pire [0 2.
HTS Ieads\ dAHH H HHH h LHe vessel
. IJJ LJ / He recondenser
Cold mass support A1
/ / Cryostat vacuum vessel
AYI'L [ A /
4= / A 20K radiation shield
yd /
( /// 60K radiation shield
Beam chamber @ 20K z o
\m‘_‘ 5 — Heater
g~ | E

k RF fingers
It +— SC coils
Cryocoolers 20K/60K

Figure 3.4-16. Superconducting undulator cooling scheme concept.

A listing of the heat loads and the temperatures at which the heat loads occur is shown in Table
along with the total cooling capacity of the four cryocoolers.

3.4.6.6 Cryostat Concept

The design of the superconducting undulator cryostat is based on the concept developed at the
Budker Institute, Novosibirsk, Russia, and implemented in the superconducting wigglers that have been
built for a number of institutions worldwide [3.4-21]. A view of the assembled cryostat is shown in

Figure with a cut-away view shown in Figure [3.4-18]

The cryostat is designed to hold a 1.15-m-long SCU magnet, but is shown holding the initial
42-pole-long magnetic structure selected for the first test undulator SCUO to be built in the R&D phase
of the project. The second undulator, SCU1, will use the same 2-m-long cryostat design, provided no
flaws are found in testing with SCUOQ.
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Table 3.4-5. Heat Loads. All values are in Watts.

Heat source Heatload Heatload Heat load
at4 K at20 K at 60 K

Beam 10

Radiation 0.0116 1.21 4.2

Conduction through:

beam chamber bellows 1.4

beam chamber supports 0.08

He vent pipe bellows 0.006 0.07 0.9

He fill pipe 0.012

cold mass support 0.005

radiation shield supports 1.2 5.6

Current leads:

total, current off 44

correction coil leads only, 100 A 0.12 22

main coil leads only, 500 A 0.45 52

Total at I = 500 A 0.685 12.5 86.1

Cooling capacity 3 40 224
Cryostat He fill fvent Chysesaiar

turret

vacuum vessel
Cryocooler

Current leads

Beam chamber
flange

Cryocooler

Cryocooler Vacuum pump

Figure 3.4-17. Drawing of the cryomodule for the superconducting undulator.

3.4.6.7 Measurement System

Performance characterization of the SCU is one of the key requirements to be satisfied
before installation of the device in the APS storage ring. The procedure includes quality control of
superconducting coils after their manufacture and before mounting into the cryostat, as well as final
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He fill/vent turret

SC magnet

LHe vessel

LHe piping

Beam chamber
thermal link to
cryacooler

Figure 3.4-18. Cutaway view of the inside of the cryostat.

magnetic measurements of the undulator field once the undulator is assembled.

A vertical measurement system was developed for testing SCU magnetic structures up to 1 m
long in a vertical LHe cryostat. This system was successfully employed to measure the short undulators
listed in Table It includes a movable Hall probe driven by a precise mechanical stage, power
supplies for the magnets being tested, and a data acquisition system controlled by LabVIEW software.
We are planning to use this system for cold tests of superconducting coils for our first three devices. An
extended version of such a system will be required for cold tests of 2-m-long structures.

Once assembled into a cryostat, the superconducting undulators will also be measured with a
horizontal measurement system. The specification for such a system has been recently developed. It
will include a Hall probe assembly to measure magnetic field flux in the vertical and horizontal planes
on and off axis. A rotating coil will be used for measuring both the field integrals and the multipole
components of the magnetic field.

The mechanical concept for the system is based on the idea that a Hall probe is moving
inside a vacuum-sealed, warm guide tube located in the cold-bore chamber. The Hall probe assembly
is mounted on a carbon fiber rod that is pushed into the SCU by a high-precision mechanical stage
located outside the SCU cryostat. Such a rod can also hold a rotating wire coil or even a pair of
orthogonal wire coils. In this approach the Hall probe is operating at atmospheric pressure and at close
to room temperature and would thus be easily replaceable. A conceptual design has been completed and
is being detailed.

The issue of operating a Hall sensor at various temperatures has already been addressed [3.4-
22]. A small cryostat was added to our Hall probe calibration facility to measure Hall sensor response
at different temperatures including cryogenic temperatures. The measured calibration curves were used
in our tests of the SCU magnet prototypes, reported above.

A novel three-sensor Hall probe is being developed for the superconducting undulator
measurement system [3.4-23]. It includes a pair of Hall sensors to measure the vertical magnetic field
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and an additional sensor to measure the horizontal component of the field. The vertical sensors will also
be used to find the exact vertical position of the Hall probe assembly by measuring and comparing the
field in two different locations. This idea has been successfully tested recently.

In carrying out this work, we will take full advantage of extensive experience at APS in
magnetic measurements of conventional undulators. Existing methods of undulator field analysis and
corresponding software packages are already being implemented into the data acquisition system for the
superconducting undulator.

3.4.6.8 R&D Plan

According to our current plan, shown in Table [3.4-6] the R&D phase of the project will initially
focus on the design and manufacture of SCUO, the first test undulator. This device will use the 42-pole,
1.6-cm-period magnetic structure design that was developed in 2008-2009.

The R&D plan is targeted to reduce risk by addressing critical issues. This will culminate in
installation of a fully functional test device in the APS storage ring in late spring of 2012. Among the
issues addressed are:

1. Measurement of the amount of beam-induced heating of the vacuum chamber under a full range
of operating conditions.

2. Validation of the cryogenic design concept, in particular, the separation of cooling systems for the
beam chamber and the magnet core, as well as cooling of the chamber using a cryogenic siphon.

3. Development and verification of methods of building a device with a sufficiently high-quality
field. This includes development and verification of tuning techniques, if required.

4. Development of magnetic measurement techniques for an SCU in its cryostat at operating
temperature, with sufficient precision to determine whether the device meets requirements for
field integrals and phase errors.

5. Characterization of long-term stability.

6. Resolution of operational issues with integration of an SCU into the APS storage ring. For
example, the response of the ring to an SCU quench, or the effect of a beam strike on the SCU.

The installation and successful operation of SCUO in the APS storage ring will address most
of the issues critical to the success of these devices. R&D on several other critical issues will run in
parallel with the fabrication of the SCUOQ. Questions to be addressed include possible development
of a beam chamber with reduced vertical aperture, the technology needed to make longer magnetic
structures with a 1.6-cm period, the design of the cooling system and cryostat for a long undulator, and
the possibility of reducing the period length of a NbTi-based superconducting undulator.

The R&D program will finished with the building of a second prototype device, SCU1, in the
engineering development phase of the APS Upgrade. This 1.14-m-long, 144-pole device will will have
the same number of magnetic poles as the popular APS Undulator A and will be accommodated by
the then-existing SCUO cryostat. The design of the SCU1 will be completed by summer of 2013. The
undulator will be installed into the APS ring in late spring of 2014.
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Table 3.4-6. Superconducting Undulator Road Map
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I oo ImvyrmimiIv it moiIimIv T o umIv| I I o Iv 1 I mIv|IT I m I1v|I 1 o I1v

3.4.6.9 User Devices

In addition to the test device SCUO and the prototype device SCU1, we will build and install
three longer user devices SCU2-1, SCU2-2, and SCU2-3 that will deliver the promised enhanced
brightness for hard x-rays. The parameters of the SCUs are listed in Table [3.:4-7 While the parameters
of SCUO and SCUI are defined, the specification for SCU2-1, SCU2-2 and SCU2-3 may change.

Table 3.4-7. Parameters of the Superconducting Undulators.

SCUO SCU1 SCU2-1, SCU2-2 and SCU2-3
Photon energy at 15¢

harmonic, keV 20-25 20-25 20 — 25*
Period length, mm 16 16 16*
Magnetic gap, mm 9.5 9.5 9.5*
Magnetic length, m  0.340  1.140 ~ 2.300*
Cryostat length, m 2.063 2.063 ~ 3.000*

* preliminary

At the moment it is assumed that user devices SCU2-1, SCU2-2, and SCU2-3 are identical.
In these undulators the magnetic length will be doubled compared to SCU1 and will reach about
2.3 meters. The cryostat length will correspondingly grow to about 3 meters. Commissioning and
operating experience with the 1-m-long undulator will drive the design of the longer devices. Additional
engineering development may be required before manufacturing.

3.4.6.10 Development of an Advanced SCU

We have already mentioned that application of Nb;Sn superconductor, which has a higher
critical current density than NbTi, may lead to development of an SCU with enhanced performance.
In addition, by operating the undulator closer to the critical current, combined with lowering the
superconductor temperature and using better magnetic material for the magnetic poles, one could almost
double the peak field of a SCU, according to our estimation shown in Table [3.4-8] Such an “Advanced
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SCU,” which realizes the full potential of superconducting technology, is the ultimate purpose in
pursuing this technology.

Table 3.4-8. Potential Field Enhancement from Various Aspects of an Advanced SCU

Field enhancement factor

Using Nb;Sn instead of NbTi 14
Operating closer to critical current 1.2
Operating below 4.2 K 1.1
Using better magnetic material for poles 1.1
Reducing magnetic gap 1.1
Total enhancement 2.2

Although it is outside the scope of the R&D being performed for the APS Upgrade, it is worth
sketching the R&D plan for the Advanced SCU. This R&D plan will need to address the following

issues:

1. Development of technology for manufacturing undulators using Nb;Sn conductor, including
techniques of making precise long magnetic formers and winding superconducting wire onto
them, followed by heat treatment and resin vacuum impregnation.

2. Cooling scheme and cryostat design improvement including implementation of a method of
lowering the temperature of liquid helium and reducing heat leaks into it.

3. Development of a thin-wall beam chamber that will allow reducing the magnetic gap and
therefore enhancing the field.

4. Feasibility study of a cryogen-free undulator in a compact cryostat that utilizes direct cooling of
superconducting coils by cryocoolers and eliminates liquid helium in the system.

5. Feasibility study of using high-temperature superconductors (HTS), once these conductors are
developed up to a level where they produce a current density in the windings that is comparable
with the low-temperature superconductors (LTS).

Such an R&D program is not a part of the APS upgrade project and therefore needs to be run
in parallel with the upgrade and will require additional funding. The R&D being undertaken as part of
the upgrade, in addition to creating high-performance devices, sets the stage for creation of these more
advanced devices. We describe the potential benefits of both generations of devices in the next section.

It should also be noted that experience gained in development of planar devices is applicable
to the development of a helical superconducting undulator that is of great interest for both the
free-electron laser (FEL) community and the high energy linear collider community.
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3.4.7 Accelerator Requirements and Issues
3.4.7.1 Perturbations

Insertion Devices (IDs) may have undesired effects on the beam. Much effort is spent in
reducing these during the design and tuning stage. Table [3.4-9 shows the connection between the
type of magnet error and beam effect. Limits on these integrals were determined in the early stage of
the APS [3.4-24] and are reproduced in Table [3.4-10] It is presumed that the specification of linear
errors refers to changes in time after an initial linear error is established and corrected. The limits
for multipoles were determined from tracking 34 IDs in the original APS lattice, which had weaker
focusing and larger dynamic aperture than the present or future APS-U lattice. A study done today
would probably allow looser tolerances. Hence, we will revisit this analysis in light of present-day
operating parameters. This may result in a relaxation of requirements with a possible beneficial cost and
schedule impact.

Table 3.4-9. Effect from ID Errors.

Name Expression Beam effect
First field integral Iyy = [ Byads Beam position
Second field integral Iy y = [ [ Bygds'ds Beam position
Quadrupole integral J(dBy/dx)ds Tune
Skew quadrupole integral [(dBy/dy)ds Vertical beam size
mn n
Higher-order multipole integrals §E2n23§g§n ; gj’ Dynamic aperture, lifetime

Table 3.4-10. ID Error Tolerance Specification in 1995.

(a) Steering (b) Multipole
Order Limit Order Normal Component Skew component
Il:c 100 G-cm B()Lbn a B()Lan a
I, 50 G-cm 1 50G 50G
Iogy 1x10° G-cm? 2 200 G/cm 100 G/cm
3 300 G/cm? 500 G/cm?

o

J(By +iBz)dl = BoLY 07 (bn + ian)(z + iy)"

Presently installed IDs for the most part respect these limits individually because they are
undulators (low K values). Since most IDs are under the limits, some particular IDs have been allowed
to exceed the individual limits. Also special IDs (i.e., polarizing wigglers) may not be able to produce
such low perturbations on the beam, so a special case has to be made for these.

We will comment below on the requirements for each type of perturbation, while occasionally
referring to the three types of IDs present or planned at APS: hybrid undulators, superconducting
undulators, and devices for polarized radiation (e.g., electromagnetic wigglers).
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Steering Stability: The tolerances for first and second integrals developed in 1995 assumed that
a feedforward compensation scheme would be 90% effective in maintaining stability of the orbit.
Actually, we do not use a feedforward compensation because our “slow” orbit correction (a 1.3-Hz
bandwidth (BW) feedback process) is much more effective.

This appears to make the tolerance for first and second integrals much looser. However we
must still consider the pointing stability of the x-ray beam produced and any internal trajectory the
electron beam takes while traversing the IDs, which reduces brightness of harmonics. The photon
pointing error that occurs from scanning the ID gap, say, can only be removed by two pairs of
correctors: one inside pair to direct the photon beam properly and one outside pair to remove the
resulting orbit perturbation. However this four-corrector configuration would be impractical because we
don’t have sufficient space. Thus we maintain the original first and second integral tolerances and live
with the present photon displacement.

Optics Perturbation: The IDs at the APS are mostly hybrid iron permanent magnet devices (e.g.,
Undulator A) that have little effect on the optical functions of the storage ring because of the high
(7-GeV) energy of the stored beam. Normal quadrupole errors, which change the tune of the ring, are
generally ignored because their effect is unnoticeable. The edge-focusing effect (affecting only the
vertical plane tune) is small as well and is ignored. Skew quadrupole errors, which change the vertical
beam size everywhere in the ring, are generally ignored because their effect is small. Local skew
quadrupole correction could be considered for the worst offending IDs.

Nonlinear Perturbation: In general undulators have wide poles and therefore have relatively little
higher-multipole content in the region of interest (injection aperture) near the beam axis. Multipole
components are measured along a straight-line path, as is done for normal quadrupole and sextupole
magnets.

Polarizing electromagnetic wigglers, on the other hand, have narrower poles because they have
interleaved vertical and horizontal poles to provide the alternating B, and B, fields. These wigglers,
in addition to their finite pole width, have longer period lengths and stronger fields, giving them the
potential to contribute to all linear and nonlinear effects. Linear perturbing effects are observed in
the APS CPU [3.4-7], which operates with specially designed local correction magnets for dipole and
quadrupole perturbations.

Besides the usual multipole components that are measured along a straight-line path, there
are also the so-called “dynamic multipoles,” which are additional nonlinearities that the stored beam
experiences because of the amplitude of the oscillation. These come about because in wigglers the
stored beam executes relatively large oscillatory trajectories (in either or both planes), which makes the
beam experience slightly different peak fields along one full period due to the finite-width poles. This
results in a net (small) kick in either or both planes that is nonlinearly dependent on the trajectory of
the beam, making a wiggler a nonlinear device. The nonlinearity is complex and cannot be described
as a simple multipole or sum of multipole components. Since these nonlinear kicks emerge from the
oscillation of the central trajectory, the kicks are sometimes called “dynamic multipoles,” even though
they are not really multipoles. Although methods to partially compensate the dynamic multipoles are
advancing [3.4-25], we strive to design wigglers so that these would not be necessary.
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A noted example of a nonlinear wiggler is the SPEAR device analyzed in [3.4-26]. The
nonlinearity of this device was partially corrected by end-multipole magnets. Assuming a sinusoidal
model of the magnetic field, the nonlinear kick in the z-plane for a horizontally deflecting wiggler is
(the simplest case is selected for illustration):

L Ao\ o d
A/ (2) = ——r— | =2 | B3—F? 3.4-2

(@) (E/e)? <27T YO d (z), ( )
where L,, is the length of the wiggler, E is the beam energy, A, is the period length, B, is the peak
field, and F(z) = By(x)/By(0). The nonlinearity comes from the roll-off in F'(x).

The overall strength of the nonlinearity goes as L,, Bi\2 /E2. Fortunately the APS beam
energy is high. However, electromagnetic wigglers are designed with a long period in order to
reach lower photon energies. Also, a strong wiggler that operates in circular or vertical polarization
requires narrow B, poles, which worsens the roll-off term. When designing wigglers we must track
the trajectories through the wigglers as accurately as possible to ensure that the dynamic aperture is
maintained.

To evaluate nonlinear wigglers, we start by fitting field-expansion functions (harmonics)
to the wiggler 3D field obtained from either measurement or model calculation. Fitting provides a
certain degree of noise filtering of the data, which is beneficial as this noise can severely overstate
the nonlinear effect. Another component of fitting residuals might be the error from an incomplete
expansion of the field for high-order transverse spacial harmonics. An accurate canonical tracking
method has been developed [3.4-27] and added to elegant [3.4-28] as element CWIGGLER. It
accepts an arbitrary number of harmonic coefficients. However this method is relatively slow.

A now-standard method for quickly modeling the nonlinear effects of such devices is the use of
kick maps [3.4-29]. The kick map (z,y)o — (2’,y')1 for an optical element consists of two large 2D
tables covering a uniform grid of initial (x,y)o values with (2/,3")o = (0,0), which is obtained using
an accurate tracking method (i.e., the method mentioned above). The grid covers all desired trajectories,
in this case the vacuum chamber aperture of + 17 mm X £ 2.5 mm. Only one period needs to be
tracked because all periods are generally the same. Of the output coordinates only the angles (z',y);
are retained, to avoid nonsymplectic behavior. Ignoring changes in (x,y); is valid since the position
offsets in a single period are small. Nevertheless, position coordinates do change from the half-period
drift that follows each kick and from all the drift components of the following periods.

A more common way of obtaining the kick map is using the direct, approximate formulae given
in ref. [3.4-29]. Detailed comparisons have been made of this method to the method described above.
We determined that the intermediate step of fitting the field data to a form that guarantees Maxwellian
fields is beneficial. For the same field data, the fitting method provides results that are smoother and
show additional detail. This detail emerges from the direct formulae only when the field data has finer
grid spacing. This gives confidence that the approach used here provides a more reliable way to obtain
a smooth, detailed kick map.

To track through the wiggler, a special wiggler element (UKICKMAP) in elegant was
created requiring a kick map plus a length parameter and a number-of-period parameter. The tracking
for one period is done by drifting through half the period length, then applying the (hopefully small)
Az’ and Ay’ kicks determined from linearly interpolating the 2D tables, then drifting through the
second half of the period. Tracking continues with more drifts and kicks for all periods defined.
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The kick maps for one period of two wigglers are shown in Figure [3.4-19] for the C-polarizing
mode. Table 3.4-T1| gives just a few basic wiggler parameters. The CPU kick map was calculated years
after installation; it was already empirically determined that its nonlinearity, if any, had no effect on the
beam. The Intermediate Energy X-ray (IEX) wiggler (section [3.4.4.4) has a stronger nonlinear field.
Though this wiggler is not part of the APS Upgrade it is included here to illustrate our characterization

method.

0.6f ] CPU o T . " ] CPU

IEX IEX

0.4|

0.2{
0.0 {
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-0.2(
-0.41

-0.6|

1510 5 0 5 10 15 1510 5 0 5 10 15
x (mm) x (mm)

Figure 3.4-19. Kick map for one period of two wigglers (left) and for the full device (right) in C-polarizing
mode. The full-device curve is just the one-period curve times the number of periods. The full-device curve
is not actually used in tracking. Each group of lines represent a set of values for .

Table 3.4-11. Wigglers Used in Tracking Simulations in APS.
Wiggler Peak fields on axis® Period length Periods Length

B, /B, (T) (cm) (m)
CPU 0.30/0.36 12.8 16 2.048
IEX" 0.25/0.29 12.5 38 475

*In circular polarizing mode ~ ° A 4.8-m device not part of APS-U

Figure [3.4-19] shows that the nonlinear kick for each period is slightly larger for the CPU than
for the IEX because of the higher peak fields on axis and longer period length. However, the total
nonlinear kick from the entire IEX device is larger owing to its greater length. Similar curves can be
obtained for the other dependency, ¥ as a function of (x,y)o, but are not shown. There is no theory to
predict dynamic acceptance (DA) or momentum acceptance (MA) outcome for such wigglers because
their map is so nonlinear, so we rely heavily on tracking. Applying one nonlinear kick per wiggler
period in tracking, we simulated DA (Figure [3.4-20) and MA (Figure [3.4-21)), finding no significant
negative impact. Kick maps for the other polarization modes (H and V) and their effects on DA and
MA are also evaluated. Similar results are obtained but not shown here.

These techniques will be tested when the IEX device is installed and refined as needed. They
will then be applied for new devices considered as part of the upgrade. In particular, we will look at the
EMVPU and APPLE devices.
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Figure 3.4-20. Dynamic aperture calculations for two wigglers with no errors (left) and with errors (right).
One can see that in general the lattice is tolerant of errors. APS refers to the APS bare lattice with normal
sextupoles.
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Figure 3.4-21. Momentum aperture calculations for two wigglers with no errors.

3.4.7.2 Canted Undulators

In a canted undulator section, two independent undulators separated by a 1-mrad horizontally
and inboard-deflecting dipole magnet produce two photon beams separated by the same angle. The
photon beams are “canted” by 4 0.5 mrad with respect to the original beam. Thus the number of
possible simultaneous experiments at this sector is doubled.

Presently APS has four such pairs in 5-m straight sections. The undulators are shorter than
the usual Undulator A because space is needed for additional components: one 1-mrad dipole, one
mini-BPM, and one combined function H/V dipole corrector. The required opposite 0.5-mrad angle
kicks at the ends are provided by storage ring corrector magnets.

Presently the orbit bump is symmetric with the 1-mrad dipole in the center. It is possible to
have an unsymmetrical bump, in which the two legs are of unequal length. The angle separation would
still be 1 mrad. This is applicable in the present 5-m straight section and in the future 7.7-m-long
straight sections.

If we had a unsymmetrical bump with 1:2 length ratio, say, then the upstream-to-downstream
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trajectory angle ratio would be 2:1. The canting angles would be +0.67 and —0.33 mrad.

The amount of unsymmetry is limited to how close we allow the two photon beams to pass
by the dipole-fan photon absorbers located downstream. Presently for the symmetric canted straight
section, the photon beam produced by the upstream undulator passes close to the outboard photon
absorber, and the steering interlock in place has little margin of error. For any unsymmetric bump with
upstream angle larger than +0.5 mrad, a relocation of an absorber or a redesign of the vacuum chamber
will be required. For an unsymmetric bump with upstream angle smaller than +0.5 mrad, a redesign
would not be required.

3.4.8 Optimization Methods and Ultimate Performance

The user requirements that will drive the choice of new insertion devices have only recently
been defined. However, generally speaking, individual beamlines work within certain bands or ranges
of photon energies and desire the highest possible brightness or flux within those bands. This suggests
the possibility of automated selection of ID characteristics. In this section, we describe a method for
automated selection and show predictions of ultimate performance for the APS Upgrade and beyond.

The APS presently operates at 100 mA, but will move to 150 mA as part of the upgrade, with
200 mA as a possible future upgrade. Due to power and power density limits in the front ends, the
optimum for one current may well not be optimal for another. At the very least, we should optimize for
150 mA and keep an eye on performance at 200 mA. The software described here was configured to
allow determining optimal choices for all three currents.

Another variable is the type of front end, since that determines the specific power and power
density limits. We’ve investigated a number of possible combinations, as listed in Table The
canted front ends (CFEs) and high heat load (HHL) front ends exist now but, as we will see, they
impose significant limits on the performance of advanced devices as the beam current and device length
are increased. The VHHL (very high heat load) front end is an extrapolation of the existing HHL
design, obtained by simply multiplying the HHL limits by 1.5.

Table 3.4-12. Potential Front End Options Used in Analysis.

Front End Power Limit Power Density Limit
kW kW /mrad?

Canted 20 281

HHL 21 590

VHHL (extrapolation) 32 885

EHHL (new concept) 210 5900

The EHHL (extremely high heat load) case is something altogether different, with assumed
power and power density limits that are ten times the HHL values. Analyzing the EHHL front end
may seem pointless, since it is an order of magnitude beyond what we are doing today. However, we
realized in the course of this analysis that for SCUs, such high limits may be possible. The power and
power density limits for the front ends pertain to the first photon shutter, which must withstand the
full power of the beam when the bremsstrahlung stopper is closed. The stopper is closed when the
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user needs to enter the hutch to change samples, for example. Clearly, there is no need for the device
to remain energized when the user is in the hutch. Hence, we realized that the SCU could simply be
turned off, in which case the photon shutter will only see the comparatively weak bending magnet
radiation. However, if the SCU is always off when the shutter is closed, the front-end limit will be
much higher. The new limits on the front end will presumably originate with the fixed masks, which
see the peripheral part of the beam. While these limits are as yet to be determined, it seems clear that
they will be much higher than the present HHL limits, particularly if the masks are protected by beam
steering interlocks. We chose a factor of 10 as a working assumption.

Of course, the photon shutter and bremsstrahlung stopper are not necessarily closed in a
controlled fashion. One can imagine that the user might erroneously “break into” the hutch without
going through proper procedures, causing the shutters to close immediately. In this case, the device
needs to be shut off when the closing of the shutters is detected. The photon shutter may briefly see
very high heat loads. If this is unacceptable, then the stored beam could be dumped instead.

One might wonder if similar thinking can be applied to HPM devices. While such devices
cannot be turned off in the same way as an electromagnetic device, the gap can be opened, giving the
same end result. Under controlled conditions, there is no difference. However, in an emergency an
SCU can be forced to zero current in about 100 ms, while it may take longer to open an HPM device
sufficiently. Even so, emergencies are by design rare. In such cases, one can always resort to dumping
the stored beam to protect the shutter, should the opening of the gap be insufficiently rapid.

In addition to the choice of front end, the length of the straight section is potentially variable,
as is the length of the device. In all, we have performed the analysis for six combinations of straight
section length and front end:

1. Short canted straight with CFE, which accommodates two devices of up to 2.1 m length each.
2. Long canted straight with CFE, which accommodates two devices of up to 3.55 m length each.
3. Short straight with HHL front end, which accommodates one device of up to 4.8 m length.

4. Long straight with HHL front end, which accommodates one device of up to 7.7 m length.

5. Long straight with VHHL front end, which accommodates one device of up to 7.7 m length.

6. Long straight with EHHL front end, which accommodates one device of up to 7.7 m length.

To provide some flexibility to the algorithm, we allowed device lengths to either take the maximum
value, or half of the maximum value. This provided a way to relieve power density limits in the case of
the less capable front ends.

3.4.8.1 Optimization Method

The optimization method we are about to describe can be applied to single- and multi-period
devices (i.e., revolvers). We’ll describe the application of the method to revolvers, since this is the most
complicated case. Application to single-period devices is very similar. Results were already shown for
two revolver examples in section
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The starting point of our method is the assumption that each beamline will be interested in
working over a specific set of photon energy bands, and that the desired quantity to optimize is the
brightness. (If flux is the quantity of interest, the same technique can readily be applied.) The analysis
has two steps: data preparation and choice of an optimum for a specific requirement.

For data preparation, we do the following for each combination of beam current, front-end type,
and straight section length.

1. Vary the device period from 17 mm to 35 mm in 1-mm steps

(a) Compute the maximum K value assuming NdFeB magnets according to Equation (3.4-1).
A 10.75-mm magnetic gap is assumed. However, this equation is recognized as being
somewhat conservative, so the results are valid for a slightly larger gap.

(b) Run sddsbrightness and sddsfluxcurve to get power density and total power as a
function of K, along with brightness and flux density for harmonics 1 through 9.

(c) Limit the photon energy range for each harmonic to account for the power and power
density limits of the chosen front end.

(d) Multiply the brightness for each harmonic by values that approximately account for the
effect of typical phase errors [3.4-30].

(e) Compute the brightness envelope over all harmonics. This eliminates the overlap and gives a
single curve of maximum brightness vs photon energy. Gaps in the spectrum are represented
by zero values.

2. Choose in turn the data for each device period from 17 to 33 mm.

(a) Loop over all periods that are shorter than or equal to the chosen period.

i. For each pair of periods, compute the maximum brightness available from either
undulator as a function of photon energy.

Having completed this step, we now have a large set of data files for each combination of beam current,
front end, and straight section length. Each file tells us, for any pair of undulator periods, the maximum
brightness available as a function of photon energy when the relevant front-end limits are taken into
account.

The next step is to find the optimal pairs of periods for a specific set of photon energy bands.
This is performed with another script that accepts the beam current, front-end type, and straight section
type, as well as a list of lower and upper limits for any number of energy bands. It produces a list of
the top combinations of periods, along with graphs of the performance for each. Because all the data
are generated ahead of time, it takes less than 10 s to produce a result. (This algorithm has also been
implemented for optimization of three-period revolvers. The amount of data is somewhat larger and,
as a result, it takes about 60 s to find the best devices.) The algorithm for choosing the best pairs is as
follows:

1. For each period pair p

(a) For each band b determine the sum of the widths of any gaps in the brightness tuning
curves. Call this Wy,.

3—103



Chapter 3 APS-U Conceptual Design Report

3.4.8 Optimization Methods and Ultimate Performance

(b) For each band b compute the minimum brightness and the average brightness. Call these
Biyp,m and By, 4, respectively

2. Perform a nondominated sort [3.4-31] of the results for all p in order to minimize W}, while
maximizing By, ,, and By 4.

3. Select only the first-rank solutions, i.e., the Pareto-optimal set, for further review.

Depending on the number of bands, the algorithm may choose a single period pair or a handful of
period pairs. These selections are equivalent in the sense that none is dominated in all performance
measures by any other selection. Down-selection from this point requires introduction of an additional
decisive criterion, or review by a potential user of the device. When a fully-automated selection is
desired, a useful criterion to add is maximization of the minimum (for each p) over all bands.

The use of this algorithm for single-period devices is quite straightforward: we simply use
the single-period files instead of the multi-period files. For SCUs and ASCUs (Advanced SCUs), we
change item |l1a|in the data preparation stage to use the predicted performance curve for the SCUs, with
conservative limits for the maximum current as described in earlier sections. In addition, the effective
magnetic length of SCUs is reduced by 0.6 m from that for a HPM device, to account for the cryostat
and warm-to-cold transitions. That is, we are looking at devices with fixed insertion length, not fixed
effective length.

3.4.8.2 Optimized Performance Results

To illustrate what we can potentially gain from the upgrade and beyond, we chose six photon
energy bands as examples: 5-15 keV, 15-25 keV, 25-40 keV, 40-100 keV, 25-26 keV, and 75-76 keV.
For each, we found the optimum HPM, two-period revolver, SCU, and ASCU for various combinations
of beam current, straight section length, and front end.

The results of our analysis take two forms: first, we can state for any given situation which
HPM, two-period revolver, or SCU device is best. We can also determine the degree to which, for
example, the best SCU exceeds the performance of the best HPM. The easiest way to do this is by
showing the ratio of the best SCU or ASCU performance to the best HPM performance. This is seen in
Tables [3.4-13] 3.4-14] and [3.4-15| where we show the ratio of the optimized minimum brightness for a
two-period revolver or SCU in the given band to the same quantity for a single-period HPM device. We
also show the ratio of the optimized minimum brightness for an single-period HPM to the “reference”
configuration, which we define as a 2.1-m-long U33 device in a canted straight at 100 mA. To find
the improvement from, say, an optimized ASCU relative to the reference, one simply multiplies the
appropriate “Bright. Ratio” by the “HPM rel. reference.”

Note that because the ratios are formed from the minimum brightness values in each band,
the table may tend to understate the improvement. For example, it may well be that the brightness at
certain regions in the band increases by a significantly larger factor. Careful definition of the photon
bands of interest is thus essential to getting a reliable result.

At 100 mA, the SCU and ASCU are little different until we look at the 40-100 keV band. For
the other bands, improvements over HPM devices are generally factors of 2 to 4, and then only for long
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devices. In the 40-100 keV band, we see improvements of an order of magnitude or more. Two-period
revolvers give improvements of less than a factor of two. Section shows additional examples of
revolver optimization.

At 150 mA, the current for APS-U, the results for SCUs generally become less impressive
unless we invoke the EHHL front-end concept. For all other front end choices, long SCUs lose ground
compared to 100 mA. The reason is that, at higher current and with long devices, the wide range of K
values available from an SCU is less of an advantage, because the possible tuning range is limited by
the front-end power density limit. This conclusion is even more evident for 200 mA, where SCUs are
in many cases a liability, presumably due to the shorter magnetic length for the same insertion length.
Again, a significant advantage for SCUs is still evident for the 40-100 keV band, particularly when the
EHHL concept is invoked.

In conclusion, we find that SCUs and advanced SCUs can provide significant advantages,
particularly for high photon energies, but to fully capitalize on this technology requires a new way of
thinking about front-end operations.
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Table 3.4-13. Results of ID optimization for 100 mA. The “HPM rel. reference” column shows the ratio of
the optimized minimum brightness for an HPM to the minimum brightness for a U33 device in a short,
canted straight at 100 mA. The “Bright. Ratio” column shows the ratio of the minimum brightness for the
optimized revolver, SCU, or ASCU to the minimum brightness for the optimized HPM device. The Length

and Period columns list values for HPM, Revolver, SCU, and ASCU, in order.

Band Front | LSS | HPM Rel. Brightness Ratio Lengths Periods
End Reference | Rev. | SCU | ASCU
keV cm mm
5-15 CFE 0 1.1 1.4 1.2 1.3 210/210/150/150 | 32/24+30/22/20
5-15 HHL 0 2.8 1.6 1.8 1.8 480/480/420/420 | 31/24+30/23/23
5-15 | VHHL 1 3.7 1.8 1.8 1.8 770/770/710/710 | 31/24+430/24/24
5-15 | EHHL 1 3.7 1.8 | 22 2.5 770/770/710/710 | 31/24+430/22/18
15-25 CFE 0 14 1.3 1.6 2.7 210/210/150/150 | 30/27+30/21/15
15-25 | HHL 0 34 1.3 | 20 2.0 480/480/420/420 | 30/27+30/21/21
15-25 | VHHL 1 4.5 1.3 1.9 1.9 770/770/710/710 | 30/27430/22/22
15-25 | EHHL 1 4.5 1.3 | 2.1 4.3 770/770/710/710 | 30/27+30/21/15
25-26 CFE 0 2.1 1.0 1.6 3.0 210/210/150/150 | 26/26+17/15/13
25-26 | HHL 0 5.1 1.0 | 24 32 480/480/420/420 | 26/26+17/15/14
25-26 | VHHL 1 6.7 1.0 | 2.6 3.6 770/770/710/710 | 26/26+17/15/14
25-26 | EHHL 1 6.7 1.0 | 2.6 4.5 770/770/710/710 | 26/26+17/15/13
25-40 CFE 0 1.9 1.2 1.9 2.8 210/210/150/150 | 28/28+23/20/18
25-40 | HHL 0 44 1.2 | 25 2.5 480/480/420/420 | 28/28+23/20/20
25-40 | VHHL 1 5.8 1.2 | 22 2.2 770/770/710/710 | 28/28+23/21/21
25-40 | EHHL 1 5.8 1.2 | 27 44 770/770/710/710 | 28/28+23/20/17
40-100 | CFE 0 250.7 1.2 | 82 18.3 | 210/210/150/150 | 25/24+25/18/16
40-100 | HHL 0 572.0 1.2 | 10.3 14.5 | 480/480/420/420 | 25/24+25/18/17
40-100 | VHHL 1 764.2 1.2 | 10.7 | 159 | 770/770/710/325 | 25/24+25/18/15
40-100 | EHHL 1 764.2 1.2 | 10.7 | 33.2 | 770/770/710/710 | 25/24+25/18/15
75-76 CFE 0 7.9 1.1 5.8 11.0 | 210/210/150/150 | 25/26+25/17/13
75-76 | HHL 0 18.2 1.1 7.3 7.6 480/480/420/420 | 25/26+22/17/14
75-76 | VHHL 1 24.1 1.1 7.5 8.0 770/770/710/710 | 25/26+22/17/14
75-76 | EHHL 1 24.1 1.1 7.5 14.6 | 770/770/710/710 | 25/26+22/17/13
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Table 3.4-14. Results of ID optimization for 150 mA. The “HPM rel. reference” column shows the ratio of
the optimized minimum brightness for an HPM to the minimum brightness for a U33 device in a short,
canted straight at 100 mA. The “Brightness Ratio” column shows the ratio of the minimum brightness for
the optimized revolver, SCU, or ASCU to the minimum brightness for the optimized HPM device. The
Length and Period columns list values for HPM, Revolver, SCU, and ASCU, in order.

Band Front | LSS | HPM Rel. Brightness Ratio Lengths Periods
End Reference | Rev. | SCU | ASCU
keV cm mm
5-15 CFE 0 1.6 1.4 1.0 1.0 210/210/150/150 | 32/24+30/24/24
5-15 HHL 0 4.2 1.6 1.1 1.1 480/480/420/420 | 31/24430/26/26
5-15 | VHHL 1 5.6 1.8 1.1 1.1 770/770/710/710 | 31/24+30/28/28
5-15 | EHHL 1 5.6 1.8 | 22 2.5 770/770/710/710 | 31/24+430/22/18
15-25 CFE 0 2.0 1.3 1.3 1.3 210/210/150/150 | 30/27+30/23/23
15-25 | HHL 0 5.1 1.3 1.3 1.4 480/480/420/180 | 30/27+30/26/15
15-25 | VHHL 1 6.8 1.3 1.3 1.8 770/770/710/325 | 30/27+30/27/15
15-25 | EHHL 1 6.8 1.3 | 2.1 4.3 770/770/710/710 | 30/27+30/21/15
25-26 CFE 0 3.1 1.0 1.6 2.3 210/210/150/150 | 26/26+17/15/14
25-26 | HHL 0 7.6 1.0 | 24 2.4 480/480/420/420 | 26/26+17/15/15
25-26 | VHHL 1 10.0 1.0 | 2.6 2.6 770/770/710/710 | 26/26+17/15/15
25-26 | EHHL 1 10.0 1.0 | 2.6 4.5 770/770/710/710 | 26/26+17/15/13
25-40 CFE 0 2.8 1.2 1.7 1.7 210/210/150/150 | 28/28+23/21/21
25-40 | HHL 0 6.6 1.2 1.6 1.7 480/480/420/180 | 28/28+23/23/17
25-40 | VHHL 1 8.7 1.2 1.4 1.8 770/770/710/325 | 28/28+23/24/18
25-40 | EHHL 1 8.7 1.2 | 27 44 770/770/710/710 | 28/28+23/20/17
40-100 | CFE 0 376.1 1.2 | 82 8.2 210/210/150/150 | 25/24+25/18/18
40-100 | HHL 0 858.0 1.2 | 49 13.9 | 480/480/420/180 | 25/24+25/21/15
40-100 | VHHL 1 1146.3 1.2 | 5.1 11.2 | 770/770/325/325 | 25/24+25/18/16
40-100 | EHHL 1 1146.3 1.2 | 10.7 | 33.2 | 770/770/710/710 | 25/24+25/18/15
75-76 CFE 0 11.9 1.1 5.8 59 210/210/150/150 | 25/26+25/17/14
75-76 | HHL 0 27.2 1.1 35 5.8 480/480/420/180 | 25/26+22/15/13
75-76 | VHHL 1 36.2 1.1 3.7 6.9 770/770/710/325 | 25/26+22/15/13
75-76 | EHHL 1 36.2 1.1 7.5 14.6 | 770/770/710/710 | 25/26+22/17/13
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Table 3.4-15. Results of ID optimization for 200 mA. The “HPM rel. reference” column shows the ratio of
the optimized minimum brightness for an HPM to the minimum brightness for a U33 device in a short,
canted straight at 200 mA. The “Brightness Ratio” column shows the ratio of the minimum brightness for
the optimized revolver, SCU, or ASCU to the minimum brightness for the optimized HPM device. The
Length and Period columns list values for HPM, Revolver, SCU, and ASCU, in order.

Band Front | LSS | HPM Rel. Brightness Ratio Lengths Periods
End Reference | Rev. | SCU | ASCU
keV cm mm
5-15 CFE 0 2.1 14 | 0.8 0.8 210/210/150/150 | 32/24+30/27/27
5-15 HHL 0 5.4 1.6 1.0 1.0 480/480/420/420 | 32/31425/30/30
5-15 | VHHL 1 6.8 1.8 1.0 1.0 770/770/710/710 | 33/31425/32/32
5-15 | EHHL 1 7.4 1.8 | 22 2.5 770/770/710/710 | 31/24+430/22/18
15-25 CFE 0 2.7 1.3 1.0 1.0 210/210/150/150 | 30/274+30/26/26
15-25 | HHL 0 6.1 1.4 1.1 1.1 480/480/420/420 | 31/274+30/29/29
15-25 | VHHL 1 8.1 1.4 1.0 1.0 770/770/325/710 | 31/28+31/22/30
15-25 | EHHL 1 9.0 1.3 | 2.1 4.3 770/770/710/710 | 30/27+30/21/15
25-26 CFE 0 4.1 1.0 1.6 1.6 210/210/150/150 | 26/26+17/15/15
25-26 | HHL 0 10.1 1.0 1.5 1.5 480/480/420/180 | 26/26+17/16/13
25-26 | VHHL 1 12.0 1.0 1.9 1.9 770/770/710/710 | 27/27+17/16/16
25-26 | EHHL 1 13.3 1.0 | 2.6 4.5 770/770/710/710 | 26/26+17/15/13
25-40 CFE 0 3.8 1.2 1.2 1.2 210/210/150/150 | 28/28+23/23/23
25-40 | HHL 0 8.9 1.2 1.2 1.2 480/480/420/180 | 28/28+23/26/19
25-40 | VHHL 1 10.7 1.3 1.3 1.3 770/770/325/325 | 28/24+427/20/20
25-40 | EHHL 1 11.6 1.2 | 27 44 770/770/710/710 | 28/28+23/20/17
40-100 | CFE 0 501.5 1.2 | 39 39 210/210/150/150 | 25/24+425/21/21
40-100 | HHL 0 1144.0 1.2 | 44 8.7 480/480/180/180 | 25/24+25/18/16
40-100 | VHHL 1 1528.4 1.2 | 5.1 54 770/770/325/325 | 25/24+25/18/17
40-100 | EHHL 1 1528.4 1.2 | 10.7 | 33.2 | 770/770/710/710 | 25/24+25/18/15
75-76 CFE 0 15.8 1.1 2.7 2.7 210/210/150/150 | 25/26+25/15/15
75-76 | HHL 0 36.3 1.1 3.1 5.8 480/480/180/180 | 25/26+22/17/13
75-76 | VHHL 1 48.3 1.0 | 3.6 3.8 770/770/325/325 | 25/25+22/17/14
75-76 | EHHL 1 48.3 1.1 7.5 14.6 | 770/770/710/710 | 25/26+22/17/13
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3.4.9 Undulator Instrumentation [CAS]

Undulators, like other in-tunnel components of the APS complex, are subject to damage by
ionizing radiation. This radiation originates from beam losses that occur during injection, when the
beam is dumped, and when particles are lost from the beam due to the finite lifetime. Although losses
are generally well controlled in the APS, there have been issues with undulator damage, particularly
in the location of the smallest chamber gaps. Hence, we seek to enhance the instrumentation used to
monitor radiation losses at undulators.

The primary goals of the beam loss monitor (BLM) upgrade are: (1) developing detectors
suitable for dosimetry measurements at the insertion devices; (2) implementing FPGA-based detector
electronics to provide sector-specific loss data to aid optimization of the injection and minimization
of losses; and (3) instrumenting several detectors per sector to enable meaningful integration of lost
charge during user runs. The secondary goals of the upgrades are to provide: (4) turn-by-turn and
bunch-by-bunch loss information after injection; (5) turn-by-turn and bunch-by-bunch loss information
during major beam loss events; (6) spatial information on the local losses within an ID chamber in all
three dimensions.

The current APS BLM system consists of 36 sets of Cherenkov detectors and VME signal-
processor boards built in house [3.4-32]. Both the detectors and signal processor boards are based on
the PEP-II B-Factory design by A. Fischer [3.4-33]. In 2008, we started a calibration program for the
system. After calibrating all detectors from sector to sector, the absolute loss rate at each ID chamber
can be derived by normalizing the count rate with the total charge loss rate deduced from storage
ring current monitor readout [3.4-34]. While these studies validated a methodology for dosimetry
measurements, they also showed serious limitations of the system: (1) the detector does not respond
to electrons lost in the downstream end of the chamber;and (2) steering the electron beam has strong
effects on the detector sensitivity to local losses. To mitigate these problems, we are experimentally
searching for new locations where the detectors are less sensitive to steering. However, a better solution
is to add more detectors per sector to better integrate the losses in all directions, and at both ends of the
chamber.

At present, over 90% of the electrons lost in the storage ring during top-up operations are
from the stored-beam lifetime losses, which are dominated by post-Touschek scattering processes. The
remaining losses are from injections and infrequent beam dumps. Of all the beam losses in the ring,
about 40% occur at the narrow-gap chamber ID-4, the limiting aperture of the storage ring. Unlike
the steady state loss from the stored beam during user runs, the injection losses vary more widely in
direction when hitting the chamber, making it more important to have multiple detectors for proper
integration of losses. To handle the case of beam dumps, when we lose the entire stored beam in a very
short time, the electronics must have a dynamic range of more than nine orders of magnitude.

The existing Cherenkov signal processing board supports only one photomultiplier tube (PMT)
and does not have the dynamic range nor the timing circuit for recording beam dumps. Its components
are out of date and a new design is needed. The new design will be based on an FPGA to allow a
gradual path to increased processing capabilities through firmware upgrades [3.4-35].

Table [3.4-16] shows a list of proposed beam loss monitors in the storage ring tunnel, covering
all installed insertion devices. Due to the larger vertical beam deflection by the deflecting cavities, the
beam losses inside the SPX region and downstream sectors are expected to increase. More discussion
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on the use of beam loss monitors is found in SPX diagnostics section [3.5.9]

Table 3.4-16. List of Beam Loss Monitors.

Device monitored Location Total number Notes

Undulator S1-S4 4

Deflecting Cavity S5, S7 2 SpXx?
Undulator S6 - S15 10 SPX
Undulator S16 - S35 19

* Additional BLMs are proposed for monitoring local losses due to SPX
operations.
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3.5 Short-Pulse X-Rays

3.5.1 Introduction

One of the major goals of the APS Upgrade is to address the need for intense, tunable, high-
repetition-rate, picosecond x-ray pulses. This is a significant challenge for a storage ring light source,
due to the physics governing storage rings. The zero-current rms bunch duration is given by [3.5-1]

a1 FE
eV’

O’t70 = 06 (35'1)
where oy is the fractional momentum spread, F is the beam energy, «. is the momentum compaction
factor, 7, is the revolution time, and V' = 27w (h/T}.)V cos ¢ is the derivative of the h-harmonic rf
voltage V' evaluated at the synchronous phase ¢s. This gives

a.F
=osli\| s 5-2
70 = 94 2wheV cos ¢ (3-5-2)

For the APS, 05 ~ 1073, o, = 2.8 x 1074, T}, = 3.68us, h = 1296, V = 9 MV, and ¢, ~ 40°, giving
ot0 = 20 ps.

As the current increases, the bunch length also increases due to interaction of the beam with
the longitudinal impedance of the vacuum chamber and rf cavities. There are two effects at work. The
first is potential well distortion (PWD), which results from the relatively low-frequency part of the
impedance (i.e., low frequency compared to the bunch spectrum). As the name suggests, the charge
of the electron bunch distorts the potential well created by the rf system. This reduces the effective rf
voltage and thus increases the bunch length according to Equation by, effectively, reducing V.
The PWD has no threshold but lengthens the bunch starting from infinitesimal current. For the APS,
measurements [3.5-2] show that

oy A 25.1]0-1484+0.0346 log, I (3.5-3)
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where o is in ps and I > 0.1 mA is the bunch current. For the 4.25-mA single-bunch current in
24-bunch mode, this gives about 34 ps. When we double the current, this will increase to 40 ps.

A second important phenomenon affecting the bunch length is the microwave instability,
which depends on the higher frequency part of the impedance. It results in increased energy spread
o5, which again increases the bunch length according to Equation [3.5-1] At the APS, the microwave
instability threshold is about 7 mA [3.5-3]. At present, it only impacts the intense bunch in hybrid
mode operation. It will have a small affect on 200-mA operation in 24-bunch mode.

3.5.2 Approaches to Short X-Ray Pulses

In the face of these phenomena, various approaches have been tried to create shorter x-ray
pulses. In this section, a number of these approaches are reviewed, indicating the strengths and
weaknesses of each.

3.5.2.1 High-Harmonic Cavity

One approach is to use a high-harmonic rf cavity to increase V. However, it is difficult to get a
significant improvement using this method, because of the difficulty of obtaining sufficient voltage. A
preliminary study [3.5-4] showed that reducing the bunch length at 4 mA by a mere 50% would require
9 MV at 1.4 GHz. In spite of the marginal benefit, this would take up significant space that could
otherwise be used for insertion devices. In addition, it would shorten the Touschek lifetime, which is
undesirable given the pressure put on top-up by the shorter lifetime in the upgrade lattices (see section

B223).

3.5.2.2 Low-a Operation

A more workable approach [3.5-5] is to reduce the value of o in Equation [3.5-1] which
can be done by adjustment of the lattice. For example, by reducing a. by a factor of 100 from the
present value of 2.8 x 10~4, we could reduce the bunch length by an order of magnitude, reaching the
few-picosecond regime. However, this causes difficulty in obtaining high bunch current, to the extent
that the total stored current is typically reduced significantly. In the first place, single-bunch instabilities
are worse for shorter bunches, because the peak current is increased (for fixed-bunch charge) and the
frequency spectrum of the bunch is broadened. In addition, as «. is reduced the synchrotron tune v,

also decreases according to [3.5-1]
aceVTT
vs =1/ 2 (3.5-4)

When v; is smaller, the particles in the head and tail of the bunch change positions less frequently,
which gives instabilities more time to build up.

For example, the threshold for the important transverse mode-coupling instability (TMCI) is
proportional to oyvs o a [3.5-6,3.5-7]. Hence, we’d expect the threshold to drop 100 fold for a 10-fold
reduction in bunch length. While TMCI can be defeated to some extent with feedback and positive
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chromaticity, these cures have limits. Chromaticity can only be increased so much before other aspects
of machine performance like injection efficiency and lifetime suffer. While feedback may be effective in
controlling centroid instabilities, beam-size instabilities cannot be controlled.

Another important instability for the APS is microwave instability. In this case, the threshold
also goes down as we attempt to shorten the bunch, with a scaling of o} [3.5-8]. Although the
microwave instability does not result in beam loss, significant increase of the energy spread is
problematic in a ring like the APS with nonzero dispersion in the straight sections. Of course, it also
fights against the intention to obtain shorter bunch duration.

An additional difficulty with low-alpha operation for a double-bend lattice is that the emittance
increases significantly, since the optics needed for minimum emittance do not accommodate the change
in the sign of the dispersion required by low-alpha optics. For example, in the APS the emittance for a
zero-alpha configure is about 20 nm. For these reasons, the APS has elected not to pursue a low-alpha
mode as it could serve only a small segment of our user community. Although the APS operates in
several special fill-pattern modes for timing experiments, these modes remain suitable for almost all
users because the APS continues to run at 100 mA.

3.5.2.3 Laser Slicing

Another method of obtaining short x-ray pulses from storage rings is using “laser-slicing,”
in which a laser is used to increase the energy spread of a short slice of the bunch [3.5-9]. This has
been successfully used to produce ~100-fs x-ray pulses with repetition rates of hundreds of kHz at the
Advanced Light Source (ALS) [3.5-10]. In this concept, a short laser pulse interacts with a section of
the electron beam in a wiggler. In order for this interaction to modulate the energy of the electrons, the
resonance condition must be satisfied
A — 2/\1"}/2
Y1+ K22
where )., is the wiggler wavelength, )\; is the laser wavelength, v is the relativistic factor of the
electron beam (1.37 x 10* for APS), and K is the wiggler strength parameter. One readily apparent
difficulty is that )\, increases as 72; however, this can be mitigated by making K = 93.4B[T|\,[m] >
1, giving

(3.5-5)

s \y?

A & 0.077 ]_%- (3.5-6)
A likely candidate for a laser producing a short pulse is a Ti:sapphire laser operating at the wavelength
A1 = 800. Operating at the fundamental laser wavelength rather than its harmonic is advantageous in
terms of available laser power and laser beam quality, since it avoids the use of frequency doubling
crystals, which not only reduce the available laser power but also may distort the laser wavefront [3.5-
11]. If B =1.5T then A\, = 31 cm and K = 43. No more than 15 periods of such a device can
be accommodated in a standard APS straight section. Assuming a 15-period device is placed in a
zero-dispersion straight (which would require special optics), it will produce a slight damping effect
on the emittance along with a slight increase in energy spread, as well as 34 kW of radiation power
distributed into a rather large K/~ angle.

The modulation amplitude of the electron energy is given by equation (9) in ref. [3.5-12]. The
rms fractional energy spread of the APS beam is 0.096%, giving an energy spread of op = 6.7 MeV.
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The peak energy modulation due to the laser as a fraction of the energy spread is shown in Figure
Requiring p = AE/og > 5 gives A; > 3.4 m] for a 50-fs FWHM laser pulse and A; > 6.3
mJ for a 100-fs FWHM laser pulse. This is the minimum requirement and will be increased by various
factors such as the effect of nonzero electron beam size [3.5-10]. In practice at ALS, a measured laser
pulse energy of about twice the minimum value is needed [3.5-11], so it should conservatively require
about 12 mJ per pulse. Commercially available lasers can provide 1-kHz pulses with an average power
of 20 W [3.5-13]. Hence, at present the repetition rate would be about 1 kHz, which is quite low.
Advances in laser technology, e.g., cryogenically cooled Yb:YLF, could possibly allow an increase in
the repetition rate by several orders or magnitude in the not-too-distant future [3.5-14].

gl 100fs _
50fs

6l _
ff
~ 4] _
<

2| _

o _

0 2 4 6 8 10
Laser Energy (mJ)

Figure 3.5-1. Energy modulation amplitude normalized to the rms energy spread of the electron beam, for
the laser-slicing scheme applied to the APS.

The maximum repetition rate available in this technique when one can alternate electron
bunches is determined by the need to limit the beam energy spread increase. To estimate this increase,
one first looks at the energy change of an electron during a single turn when the laser hits the bunch.
For the " electron

2
AE; = (QFE); + pog sinwyt; exp {— 5 ZQ } , (3.5-7)
97

where (QF); is a random deviate representing quantum excitation, w; = 27¢/\;, and oy is the laser
pulse duration. Averaging this over the electron bunch gives

p’o %01
4\/50’15 ’

where A/ <u2> is the familiar quantum excitation term [3.5-1], Tg is the revolution time, and o is the
rms electron bunch duration. The effective excitation rate is
d

2,2
LN oy Popol fi ]
dt(AE>—J\/<u>+4\/§Ut - (3.5-9)

(AE?) = N{(u*)Tp + (3.5-8)
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where f; is the laser repetition rate and ny is the number of bunches. The equation for the equilibrium
energy spread is [3.5-1]

1 d
0% = ZTE%(AE2> (3.5-10)
2
2 pofiTe
= 0o 1+4—. 3.5-11
o ( 16ﬂatnb> oD
If o is allowed to grow by 10%, then we have
164/2
fi < 16V20my (3.5-12)
5p?oiTE

For p = 5, oy = 50 ps, ny = 24, 07 = 100/2.35 fs, and 75 = 4.8 ms, one has f; < 1 MHz. This is
much larger than the repetition rate of available lasers and is essentially not a limiting factor.

For purposes of calculation, let us assume that a 1-kW laser delivering 10 mJ pulses will
be feasible in the not-to-distant future, giving f; = 100 kHz. Assuming suitable optics between the
modulator and the radiator, the effective bunch current for those electrons that contribute to the short
pulse is given by [3.5-9]
Iynoy /oy, (3.5-13)

where [, is the total bunch current and 1 ~ 0.15 is the fraction of electrons within the laser pulse that
obtain sufficient amplitude to be visible. These parameters (and assuming 200 mA in 24 bunches),
yields an effective bunch current of about 1 wA. The flux is reduced by a factor 8 x 10% compared

to the full bunch. This low flux may be problematic for many experiments. It could be increased by
using a longer, higher-power laser pulse at the expense of a longer x-ray pulse. In addition, on-going
improvements in laser technology should allow increasing the pulse energy and/or the repetition rate,
making this one of the more promising avenues for producing short-pulse x-rays.

3.5.2.4 Deflecting Cavities

In light of the difficulties associated with these existing methods, a method based on the use of
deflecting cavities [3.5-15] has been investigated. In this concept, illustrated in Figure transverse
deflecting rf cavities are used to impose a correlation (“chirp”) between the longitudinal position of
an electron within the bunch and its vertical momentum. The x-rays emitted by each electron tend
to travel along the path of the electron itself. Hence, by placing an undulator just downstream of the
deflecting cavity (for example), one can produce a chirped x-ray beam. At a sufficient distance (e.g.,
30 m) from the undulator, this angular chirp will have evolved into a spatial chirp, so that a strong
correlation appears in the x-ray pulse between arrival time and vertical coordinate. Use of vertical slits
then permits filtering the pulse in the time dimension, allowing production of an x-ray pulse that is
shorter than the electron pulse. This scheme is referred to as the SPX (short-pulse x-ray) scheme.

As shown in Figure two cavities are required, with the purpose of the second cavity
being to cancel the effects on the electron beam of the first cavity. This is necessary in order to avoid
extremely large vertical emittance growth. The second cavity must be placed at a vertical betatron phase
advance IV x 180° downstream of the first, where V is an integer. Because the APS lattice normally
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Figure 3.5-2. Illustration of Zholents’ scheme for creating short x-ray pulses using deflecting cavities.

has v, = 19.2, or Av, = 0.48 per cell, this is readily accomplished by having the cavities separated by
N sectors and making slight adjustments to the electron beam optics. If N > 1, the time-angle chirp of
the electron beam will reappear at all intervening straight sections. This allows for providing chirped
pulses to a larger number of beamlines. However, N cannot be increased without limit, due to potential
issues with storage ring operation [3.5-16].

The cavities must have a deflecting mode frequency that is a harmonic & of the ring rf
frequency, 352 MHz. One can characterize the deflecting strength using an effective transverse
sinusoidal voltage of amplitude V;, which can impart a maximum slope change of V;/E, where E is
the electron beam energy. As shown below, h = 8 appears to be a workable choice. This corresponds
to a deflecting cavity frequency of about 2.8 GHz. This high frequency has implications for the time
structure of the x-ray pulses.

As indicated, once the photon beam has drifted a sufficient distance, the pulse can be shortened
simply by using vertical slits. This will, of course, discard considerable intensity. Another option [3.5-
15] is to use asymmetric-cut crystals to perform pulse compression. Such crystals allow imposing a
time-of-flight variation that is proportional to vertical position. In either case, the minimum achievable
x-ray pulse duration can be estimated as [3.5-17]

ﬂID 6y 2
o Yarm + o , (3.5-14)
[ ((%Vt sin wtt =0 Bt \ Bip 7y’ Rad

where Bip and (s are the vertical beta functions at the ID and deflecting cavities, respectively, €, is the
vertical slice emittance (i.e., the emittance outside the chirp region), w; is the angular frequency of the
deflecting mode, and o/ raq is the intrinsic vertical divergence of the photons. This is given roughly
by [3.5-18]

Ar

Uy’,Rad =~ ﬁ, (35'15)
u

3—117



Chapter 3 APS-U Conceptual Design Report
3.5.2 Approaches to Short X-Ray Pulses

where A, is the radiation wavelength and L, is the length of the undulator. Using 2-MV deflecting
voltage with h = 8, Bip = B = 3 m, 10-keV x-rays from a 2.4-m-long device, and ¢, = 35 pm, we get
or ~ 1.2 ps. As seen below, this is achievable with 1% transmission through the vertical slits.

Because the cavities are operated continuously, in principle every bunch in the ring is chirped
identically and hence produces a short x-ray pulse. The most common operating mode, yields a 6.5
MHz bunch rate. Because of the relatively large flux (1% of nominal) and high repetition rate, this
scheme outperforms the others that have been considered and has been chosen as the preferred method
for meeting the mission requirement of shorter x-ray pulses.

As mentioned above, an option for the deflecting cavity approach is to use asymmetric-cut
crystals to perform x-ray pulse compression [3.5-15]. This does not make the x-ray pulse shorter, but
rather permits opening the slits to allow a greater fraction of the x-ray pulse through. This should
permit increasing the flux by a significant amount, but the x-ray optics has challenges that would need
to be addressed and which are outside the scope of APS-U. It provides a possible path forward to allow
an order-of-magnitude increase in photons per pulse.

3.5.2.5 Alternative Deflecting Cavity Scheme

In the scheme we propose here, as illustrated in Figure [3.5-2] the insertion device (ID) is
located at a vertical phase advance of n180° from the cavities, where n > 0 is an integer. As a result,
the ultimate x-ray pulse length that is achievable in this scheme is limited by the vertical electron beam
divergence and the intrinsic opening angle of the radiation, as well as the deflecting voltage slope.

Another configuration [3.5-19] is possible that makes use of a spatial electron beam chirp.
This can be implemented by having a four-cavity bump in a very long straight section, or by placing
an undulator at a phase advance of (2n + 1)90° from the cavities (where n > 0). In this case, the
relevant comparison is of the size of the chirp to the vertical electron beam size and the intrinsic size of
the radiation source. In ID straight sections, the former tends to be small because of the small vertical
beta function needed to accommodate the vacuum chamber. The later is given by ﬁ\/Q/\rLu. For 1-A
radiation, this is about 10% of the typical vertical beam size at an ID in the APS.

Together, these seem to promise shorter x-ray pulses with less chirp, albeit with lower intensity
(since one is still performing slicing). One option for utilization of this scheme requires a long straight
section that can accommodate four cavities plus the insertion device. This would have the advantage
of eliminating some of the beam dynamics issues described in section If we implemented this
scheme in the APS with a 7.7-m-long straight section, we might be able to fit 6 cavities on either
side of a 2.4-m-long ID. The minimum FWHM pulse duration would then be about 3.5 ps with 2%
transmission through the slits. As we will see, we expect shorter pulses with similar transmission using
the original scheme. In addition, for approximately the same cost, the original scheme allows us to
provide chirped pulses to several ID and bending magnet beamlines.

Alternatively, one could modify the optics to achieve 90-degree vertical phase advance between
three successive straight sections. However, this requires large vertical beta functions in the middle
straight section and is not workable.
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3.5.2.6 Conclusion

The major methods of achieving short x-ray pulses in a storage ring have been briefly reviewed.
The deflecting-cavity-based method has several advantages over the others discussed. The use of a
higher-harmonic accelerating cavity compares very poorly as it cannot reach the few-ps scale. The
low-ae method suffers from low average beam current, which confines it to use as a special, limited
operating mode. The laser slicing method suffers from a relatively low repetition rate and at least
10-fold smaller intensity, although it should improve as laser technology improves. Hence laser slicing
is the strongest alternative after the chosen approach of using deflecting cavities.

Subsequent sections go into detail about several aspects of this challenging project. First is a
discussion of single-particle dynamics, including controlling the impact of the cavities, determination of
tolerances, and detailed predictions of performance. Collective effects of the cavities are examined next,
which establishes requirements for damping of cavity modes. Following this are discussions of cavity
design, cryogenics, low-level rf, and high-level rf. Next, controls are discussed, as are timing, machine
protection, and, finally, diagnostics.

As shown below, creation of the deflecting-cavity-based system is challenging. Success will
not only create a new capability for APS users and address a key part of the APS-U science mission, it
will also show the way forward for other storage ring light sources that seek to create intense, tunable,
picosecond x-ray pulses.

3.5.3 Single-Particle Dynamics
3.5.3.1 Introduction

Soon after starting simulation of the application of the deflecting cavities at the APS, it was
found that the cavities make a large impact on the single-particle beam dynamics in many ways. A
lot of effort was devoted to studying the effects and mitigating their consequences. Here are described
these effects and the ways to control them.

There many ways in which the deflecting cavities can affect the beam and diminish the
operational parameters. As mentioned before, the second cavity is introduced to cancel the chirp
produced by the first cavity such that the users outside of the two-cavity system ideally would not see
any change in the electron beam parameters. However, many things affect perfect cancellation. Errors,
inevitably present in the real machine, can lead to emittance increase and orbit change. But even in the
perfect machine, there are many effects that could break the cancellation conditions or affect the beam
in other ways.

3.5.3.2 Emittance Degradation
There are several effects that result in the emittance degradation in the perfect machine. They
are described in details in ref. [3.5-20]; here those effects will be briefly named.

The APS storage ring has 0.1% rms energy spread in the beam. Due to nonzero momentum
compaction between the cavities, the energy spread in the beam leads to time-of-flight differences
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for different particles. The particles arrive at different rf phases and experience only partial kick
cancellation. For a particle arriving with a small time delay of At, the additional kick after the second

cavity would be approximately
eViwAt

Ay =
4 E

(3.5-16)

which leads to emittance increase in a single turn of

2 Viwior
Ao, 1Jo? + Yoo
v _ VvV P (3.5-17)

Ey Oy

Here V; and wy are transverse (or deflecting) voltage amplitude and angular frequency, E' is the beam
energy, and o,/ and o, are the beam divergence and bunch length. Estimations show that this effect is
small.

Due to nonzero chromaticity between cavities, the energy spread in the beam leads to different
betatron phase advances between the cavities. The closed-bump condition is satisfied only for on-
momentum particles. However, if the particle ¢ has an energy deviation of J; and the chromaticity
between the cavities is &,, then the phase advance of that particle is changed by 27, d;. This leads to a
particle position change at the second cavity

Yo = \/B102 ¥} sin(27&,0;), (3.5-18)

where 31 and (32 are vertical beta functions at cavity locations. The rms value of the residual amplitude

is
wi Vi
Oy, = 2wy 152 ?050}. (3.5-19)
Estimations show that in our case for uncorrected chromaticity between cavities the emittance almost
doubles. This means that one actually cannot operate without chromaticity correction between the

cavities.

To correct the chromaticity between cavities, one needs to install sextupoles. But the sextupoles
bring nonlinear fields, betatron phase advance dependence on the kick amplitude, and nonlinear
coupling between horizontal and vertical plane. All these effects together lead to vertical emittance
degradation, which then increases the minimal achievable bunch length according to Equation [3.5-14]
Figure [3.5-3 shows the vertical emittance increase from 25 pm-rad to 600 pm-rad in just a few turns
in the presence of nominal APS sextupoles. This would appear to be a show stopper, but, as will be
shown, a solution is available.

3.5.3.3 Control of Operational Impact

According to Equation the minimum achievable pulse length is inversely proportional to
the derivative of the deflecting voltage:

( OV, sin wyt

=27h 3.5-20
8t >t:0 ™ frf‘/h ( )

where fif is the storage ring rf frequency and A is the harmonic of the deflecting voltage frequency.
The choice of h is dictated by the available rf sources, as will be shown later. The maximum possible
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Figure 3.5-3. Emittance blowup with nominal (not optimized) sextupoles. Left plot is vertical emittance,
and right plot is horizontal emittance.

deflecting voltage amplitude is defined by the requirement of keeping the beam size smaller than the
vacuum chamber. For a 7.5-mm vacuum chamber this gives the following limits: 3.8 MV when the
first cavity is placed in the upstream part of the ID straight section and 6.5 MV when the first cavity is
located in the downstream end.

High deflecting voltage also leads to vertical emittance increase, and vertical emittance
degradation not only undermines the minimal achievable pulse length, it also violates the important
requirement of not disturbing the beam for other users that are located outside of the cavity bump. That
is why containing the emittance blowup is so important.

In order to understand the processes behind the emittance increase, the effect of an orbit bump
produced by a corrector magnet was studied. When an electron is displaced in the sextupole in the
vertical direction, it experiences a kick in vertical plane,

Ay’ = by(yo + y), (3.5-21)

where b, is the sextupole strength, yg is the orbit displacement, and = and y are betatron coordinates.
Following ref. [3.5-21] and assuming yq >> y, one can obtain the perturbation to the vertical emittance
caused by this kick:

Aey = 2bsyor\/Ex€y LBy SiN ¢y €OS Oy = bsyor/E2EyBa By Sin(¢z — dy). (3.5-22)

One can also calculate an emittance increase due to such a kick in the case of many sextupoles
and also including betatron tune dependence on the particle energy through chromaticity:

2 2
6 Cg—C .
2 (Cx y) sm2 Qsb

Aey= ety e e P @ 2 %[stjym\/ﬁmﬁwem*f Sn(AQ 0 +¢),  (3523)
J

where 0 is the longitudinal coordinate, 7, is decoherence time due to tune shift with amplitude, C; , is
chromaticity, ), is synchrotron tune, AQ) is betatron tune difference, Ay is betatron phase difference,
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and ¢ is the initial phase of the emittance oscillation. Note that the expression inside the bracket is
proportional to a coupling coefficient for a linear coupling resonance with b,; yo; playing the role of

a normalized skew quadrupole gradient. Thus one arrives at the well known result that vertical orbit
distortion in a storage ring with sextupoles produces coupling. The difference between Equation [3.5-23]

and an established result is that Equation [3.5-23] also describes transient oscillations found through
simulations [3.5-20].

To compare the above expression with simulations, we can rewrite it in a simpler way:

,LZ g2 (C:c—cy)2 sin2 Qs6
y(0) = final — (Efinal — Einiciat) € 7 e T @ 2 sin(AQ 9), (3.5-24)

where ejnitial 1S the emittance before the kick and ey, 1S the final emittance after the emittance
oscillations are damped. Thus the expression [3.5-24] describes the oscillation of the vertical emittance
after a sudden coupling change. Figure [3.5-4] compares emittance oscillations found in tracking

with Equation [3.5-24] for two different chromaticity settings. The red line shows elegant tracking
simulations, while the black line shows the fit using Equation [3.5-24] with two fitting parameters, &qnal
and 7.
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Figure 3.5-4. Comparison of the tracking results (red line) and a fit using Equation|3.5-24|(black curve)
due to vertical orbit bump produced by corrector magnets. The left plot is for C, = 6, C,, = 4, while the
right plot is for C, = 6, Cyy = 6.

Similar calculations can be done for the horizontal plane. When an electron is displaced
vertically in a sextupole, it experiences a kick in the horizontal plane:

Ax' = bs

bs
=5 (o +y)* =bs yyo+ 5 0. (3.5-25)

This kick creates a perturbation to the horizontal emittance

Ay ~ —bsyor/exey BBy sin(¢e — ¢y) + bsy3 /22 e sin ¢y (3.5-26)

Here the first term is the same as in Equation [3.5-22] but has the opposite sign. This confirms
that the vertical emittance increases at the expense of the horizontal emittance as expected in the case
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of coupled motion. Since in the case yo > /43y, the second term in Equation [3.5-26| dominates.
Keeping just the second term and performing calculations for many sextupoles, one can get the
following expression for the horizontal emittance oscillations:

_0c 2Cy . 2 Qsb .
Ae, = oz e e Fat ™ 2%[263]-1/& %'GZAX””} Sin(Qy 0+ ). (3.5-27)
J

Long enough after a sudden vertical orbit bump, the emittance oscillations will decay and
leave just the lattice with a local vertical orbit bump. Equilibrium vertical emittance will be defined
by the coupling on the new orbit, and the horizontal emittance will be unchanged (if the orbit bump
is reasonably small). What is the source of the horizontal emittance oscillations in the beginning?
To understand that, remember that the vertical orbit bump generates a small kick in the horizontal
plane that changes the horizontal closed orbit. But the tracking is done on zero orbit; therefore turning
the vertical correctors on is equivalent to a sudden kick in horizontal plane, which leads to betatron
oscillations and emittance growth due to oscillation decoherence. This means that the horizontal
emittance will recover due to synchrotron radiation damping in the case of the vertical bump created by
correctors.

The difference between the dipole and the deflecting cavity is that, in the case of a deflecting
cavity, the kick strength depends on the longitudinal position of the particle in the beam. The beam can
be split in many slices in the longitudinal direction, and every slice will see the constant kick as in the
case of the dipole (for a few tens of turns until the synchrotron phase is not changed significantly). The
slice-to-slice variation of the kick amplitude changes the way the emittance oscillations decay, as can be
seen in Figure [3.5-5] Here again the red line shows tracking simulations and the black line shows the fit
using the modified expression

2 2
[ Cyp—C .
—02 (Cz—Cy) sin2 93¢ 2 Qs6

27 e F Q3 2 e s S sin(AQ 6), (3.5-28)

ey(0) = final — (Sfinal — Einitial) €

where the third exponent was added to account for the amplitude variation (the exact derivation of this
term is not available). The agreement between the black and red lines is reasonable though not as good
as is in Figure [3.5-4]

The emittance oscillations in the cases of dipoles and deflecting cavities may look different,
but the final emittances in both cases are close (around 60 pm, compare Figures [3.5-4] and [3.5-5).
(Note that the amplitude of the kick in the dipole case corresponds to the cavity kick to a particle at a
longitudinal position of one standard deviation.) The exact relation of the emittances for the cases of
constant and variable kicks is hard to derive analytically, but simulations were performed for different
sets of sextupoles and the equality of the emittances approximately stands. This fact gives a simple way
to predict the equilibrium vertical emittance; however one should understand that it works only when
the coupling is the dominating effect in the emittance increase.

Now it can be stated that the sextupoles between cavities must satisfy the following
requirements:

e Compensate natural chromaticity
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Figure 3.5-5. Comparison of the tracking results (red line) and a fit using equation |3.5-24|(black curve) for
a case of orbit bump produced by rf deflectors. The left plot is for C, = 6, Cy, = 4, while the right plot is
forCy =6, Cy = 6.

e Minimize coupling on the vertical bump

e Minimize the total horizontal and vertical kicks that are generated on the vertical trajectory

However, it should be remembered that modern storage-ring based light sources utilize high symmetry
to reduce negative nonlinear effects of strong sextupoles. Local optimization of sextupoles between
the cavities breaks global sextupole symmetry and can lead to reduction of the lifetime and injection
efficiency. Therefore, to the requirements above should be added:

e Maintain satisfactory dynamic aperture (for injection)

e Maintain satisfactory momentum aperture (for lifetime)

Tracking was used to simulate the effect of the deflecting cavities on the beam. We used
elegant [3.5-22] and its parallel version [3.5-23], which performs tracking in 6D phase space. Given
the large bending radius of the APS dipoles (p = 38.9 m), first-order matrices were utilized for the
dipoles. Quadrupoles and sextupoles were modeled as kick elements up to fourth order. Accelerating
cavity harmonic and voltage were chosen to reproduce the measured bunch lengthening per Equation
(3:3-3) and the nominal rf acceptance of +2.35%.

In a cavity with open beam pipes, the main deflecting mode is a mixture of transverse-magnetic
(TM) and transverse-electric (TE) modes, resulting in a radius-independent deflection [3.5-24]. The
longitudinal electric field was also included to satisfy Maxwell’s equations. According to the present
design, each cryomodule contains four single-cell cavities. Each cavity was represented as a uniform
deflecting field of length \;/2, where )\; is the deflecting mode wavelength.

Since there are many different requirements on the sextupoles between the cavities, it is
important to perform complex sextupole optimization that takes into account both emittance degradation
and nonlinear dynamics consequences. The full optimization process consists of the following steps:

e Linear lattice design that ensures proper phase advance between cavities and allows the setting of
other parameters, such as beta functions in the cavities
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e Optimization of the sextupoles between the cavities to minimize the emittance growth, which is
usually done using single-pass emittance growth

e Optimization of the sextupoles outside of the cavities to improve dynamic and momentum
aperture of the resulting lattice

The first two steps of the optimization do not take much time, but the last step is time-
consuming and can take up to a week on a multiple-core computer (see section [3.2.2.4). The proper
sextupole optimization allows one to limit the emittance growth to very reasonable levels [3.5-16], i.e.,
to about 10%. Figure [3.5-6] shows the resulting vertical emittance as a function of deflecting voltage for
bunches with two different lengths. (The lattice was optimized for extremal values of a 4-MV deflecting
kick and a 50-ps-long bunch.) The emittance was obtained by tracking 10,000 particles for 10,000
turns through the optimized lattice. The beam moments were averaged over the last 2000 turns to get
equilibrium values. Recall that before the sextupole optimization, the vertical emittance increased to
600 pm (see Figure [3.5-3). For the 41-ps case, thought to be appropriate for 150 mA in 24 bunches
(see section [3.5.4.3), one can approximate the emittance dependence on voltage by the following
empirical expression:

Ae, [pm] = 0.76V;2 [MV]. (3.5-29)
T T T T T 33ps
37.0 Tt
ps
_’_
36.5
T 36.0
o
~ 355
35.0
345

0.0 05 1.0 1.5 2.0
Voltage (MV)

Figure 3.5-6. Dependence of the equilibrium vertical emittance on the deflecting voltage. The 33-ps case is
appropriate for 100 mA in 24 bunches, while the 41-ps case is appropriate for 150 mA in 24 bunches (see

section|3.5.4.3)).

3.5.3.4 Tolerances

In addition to effects present in an ideal machine, the errors existing in the real machine could
further degrade the performance. In this section we will look at the effects that arise in the real machine
with errors. Simulations were performed for the optimized sextupoles and always included synchrotron
radiation effects. Three thousand particles were tracked for 10,000 turns. In case of deflecting cavities,
various errors mainly affect vertical emittance and vertical orbit outside of the cavity bump. We set
limits to 10% rms emittance variation and rms orbit variation of 10% of the beam size or divergence.

3—125



Chapter 3 APS-U Conceptual Design Report
3.5.3 Single-Particle Dynamics

Errors affecting the emittance are unequal cavity voltages, errors in the beta functions, errors in
the betatron phase advance between the cavities, cavity rolls, and rolls of magnets between the cavities.
Beta function error can be compensated for by changing the relative voltage of the second cavity. Phase
advance error can be compensated for by changing the relative voltage of the first and second sets of
cells of the second cavity. Magnet rolls can be corrected locally with additional skew quadrupoles.
Cavity roll was previously found to have a weak effect [3.5-20]. Hence, all of the emittance budget
was assigned to the differential voltage error. Figure shows the vertical emittance increase as
a function of the voltage error. Note that the minimum emittance does not occur at AV; = 0, which
results from the fact that even with sextupole optimization, some oscillation amplitude is transferred
into the horizontal plane. Hence, the second cavity should be weaker than the first (AV; < 0) in order
to minimize the emittance increase.

60 , , , , , 3 33 ps : : : : : 33 ps
0.5
50 41 ps ~r 1 41 ps
, ] .
g 40| 0.4
E 30| = 0.3]
S S
I 20| < 0.2]
4
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Figure 3.5-7. Variation of vertical emittance with Figure 3.5-8. Beam centroid normalized to beam
voltage error in the first cavity for h = 8 and size as a function of differential phase error
Vi=2MV. between the cavities, assuming h = 8 and V; = 2

MV. The assumed vertical emittance is 40 pm.

An rf phase error between the sectors can result in a kick to the beam centroid and therefore
an orbit change. If phase errors drift slowly (less than about 100 Hz), the orbit change can be corrected
by the orbit feedback system. Otherwise, real beam motion will occur, which must be kept under 10%
of the beam size. Common-mode phase errors affect the orbit between the cavities where the beam is
already large due to the chirp, so this effect is not important. Differential phase errors affect the orbit
everywhere, so all of the orbit error budget is assigned to differential phase error. Figure [3.5-8] shows
the beam-centroid shift normalized to the beam size as a function of the differential phase error. Once
again, the minimum disturbance occurs for a nonzero error. This appears to result from the fact that
deflected particles take longer to arrive at the second set of cavities than undeflected particles. Hence,
the phase must be slightly delayed to get the best cancellation.

The discussion of phase and voltage errors in the last two paragraphs describes only the
sensitivities. However, we need to set tolerances in terms of allowed rms values of the two types of
errors, corresponding to limits on the allowed rms orbit and beam size variation. This was performed
using a Monte-Carlo simulation utilizing the response curves shown in Figures and To
be conservative, we used the 41-ps curve for the voltage tolerance and the 33-ps curve for the phase
tolerance. The corresponding tolerances in rms terms are summarized in Table [3.5-1

A common-mode voltage error changes the chirp seen by the target beamlines and therefore
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the pulse duration and intensity. The variation is directly proportional to the voltage variation, so the
requirement of 1% stability of intensity leads to the requirement of 1% stability of the common-mode
voltage. Using tracking results (i.e., Equation (3.5-29), we can also estimate the change in the emittance
due to voltage change: a 1% voltage error at 2 MV translates into 0.2% emittance growth (relative to
40 pm), i.e., a negligible effect compared to differential voltage errors of the same magnitude.

A common-mode phase error changes the portion of the bunch that receives zero kick. That
means that the optical slits cut out different parts of the pulse, which leads to arrival time change and to
pulse intensity change. It also changes the interior orbit, but that can be ignored due to the large beam
size between the cavities. Assuming a Gaussian bunch, the intensity variation can be written as

[AT A¢
—_— 3.5-30
I 2\/57’[’]%0’,57 ( )

where f; is the deflecting rf frequency, o; is the electron bunch length, and I is the peak intensity. In
terms of standard deviations, we have

Al V2025
= = "7ob 3.5-31
< I >SD (2V27 fro0)? ( )

Assuming a 33-ps rms bunch duration (the most demanding case), we find that to keep the rms
intensity variation below 1%, the rms phase variation has to be below 4.0°.

Table 3.53-1] summarizes the tolerances discussed above.

Table 3.5-1. SPX Tolerance Summary. Tolerances are for a2 MV SPX system and are determined by
beam dynamics and related requirements.

Specification name Rms Value Driving requirement

Common-mode voltage < 1% Keep intensity and pulse

variation length variation under
1% rms

Common-mode phase <4.0° Keep intensity variation

variation under 1% rms

Voltage mismatch <1.1% Keep rms emittance

between sectors variation under 10% of
nominal 40 pm

Phase error between < 0.18° Keep rms beam motion

sectors under 10% of beam
size/divergence

The simulations shown above are based on the assumption of static, or slowly varying errors,
in that the beam is allowed to find a new equilibrium in the presence of the error. In reality, phase
and voltage errors will vary in time. The cavity 3-dB half-bandwidth may be as high as 1.4 kHz if the
loaded Q of the rf system is chosen to be as low as 10°. Significant phase and voltage variation may
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appear at several times this frequency. Hence, simulations have been used to explore the frequency
dependence of the response to phase and voltage errors in a single cavity.

Before proceeding with the simulations, note that, in the simplest picture, phase error
modulation will result in a modulation of a centroid kick. One can approach this analytically, following
ref. [3.5-25], section 7.2.1. The beam displacement due to a kick that occurred £ turns ago is

Ayr = /B1820ke ¥/ sin (2mvk 4+ Aira) (3.5-32)

where (31 o is the beta function at the observation (kick) point, A2 is the phase advance between

the two points, 0y is the kick delivered & turns ago, Tj is the revolution time, 7 is the damping time,
and v is the betatron tune. If 6}, is modulated with frequency fm, then 8, = 6 cos(27 fmkTy + ),
where 6 is the modulation amplitude and ¢ the modulation phase. Since only the frequency dependence
is of interest, one can assume the observation point to be the same as the kicker location, so that

01 = P2 = ([ and Ao = 0. Using some trigonometric identities and Equations 7.13 and 7.14 from
ref. [3.5-25], one gets the following expression for the closed orbit:

y(@) = Y Ay
k=0
Bo gsin Ay cos ¢ (1 —gcos Ay)sin d)+ (3.5-33)
2 |1—-2qcosAy +q¢®> 1—2qcosAy + ¢?
gsinA_cos¢  (1—gcosA_)sing
1—2qcosA_+q®> 1—2qcosA_+q% [’

where Ay = 27m(v+ fTy) and g = e~ 70/7. The amplitude A of the oscillation is of interest and is given
by

A2 1 2
7 = 2* 92(¢)d¢
TJo (3.5-34)
326> ¢ (1 — cos4dnv)

4 (1—-2qcosAy+¢?)(1—2gqcosA_+q?)

The obvious choice for the damping time 7 is the radiation damping time. However, we know that the
actual damping time is considerably shorter, due to coherent damping that results from high charge
and chromaticity. We’ve used a value of 1/7 ~ 500s~!, based on measurements for the vertical plane
with a chromaticity of 7. The result is shown in Figure [3.5-9] where, not unsurprisingly, a resonance
behavior at the value of the tune (in this case v = 0.3) is observed. For the region of interest, up to
perhaps 10 kHz, the response is essentially flat.

The effect of phase and voltage modulations was simulated using parallel elegant. To do
this, sinusoidal modulations were imposed on the phase or voltage error in the first set of cavities.
The tracking results were then analyzed to determine the frequency variation of the response. The
modulation amplitude was chosen to be relatively large (2% in voltage and 0.2 degrees in phase) to
reduce the effects of noise. Although the expected responses to the driving modulations were seen (e.g.,
vertical centroid oscillation driven by phase modulation), no indication of significant resonance behavior
or frequency dependence was observed in the range scanned, which extended from 200 Hz to 4 kHz.
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Figure 3.5-9. Frequency dependence of the orbit response to a sinusoidally varying dipole kick.

3.5.3.5 Beam Injection and Aperture Considerations

Vertical aperture limitations play major role in particle losses due to linear and nonlinear
coupling. Since vertical beam size between the deflecting cavities is greatly increased, injection
efficiency could suffer during SPX operation.

We can perform injection efficiency simulation by tracking a bunch of particles with initial
amplitude and beam parameters corresponding to the injected beam from the booster. We used a storage
ring model as measured by the response matrix fit for these simulations. The model includes both
linear optics distortion and coupling. The injected beam enters the storage ring vacuum chamber with
amplitude of -24 mm. After passing through one sector of storage ring optics and two kicker magnets,
it experiences free betatron oscillations with the typical residual amplitude of about 6 mm, which also
can be changed in the range between 4 and 7 mm depending on the kicker magnet settings. To simplify
the simulations, we tracked the beam with the initial amplitude corresponding to the residual injection
oscillations. Initial vertical amplitude was set equal to the measured vertical oscillation amplitude
during injection. The particles are tracked for a number of turns, and the fraction of survived particles
gives the injection efficiency. Figure [3.5-10| shows the results of the simulations. At the deflecting
voltage of 2 MV, the injection efficiency is not significantly affected for the 6 to 7 mm initial oscillation
level.

3.5.3.6 Effect of Insertion Devices

Next, we looked at the effects of insertion devices on beam properties and injection. First, we
repeated the simulations of the equilibrium condition with the addition of kick maps for undulators
between the SPX cavities. In Sector 6, which is free of cavities, we placed two 2.4-m-long undulators.
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Figure 3.5-10. Particle transmission as a function on initial amplitude for different deflecting voltages.
Typical oscillation amplitude is 6 mm. Horizontal emittance of the injected beam is 100 nm-rad and
coupling is 5%.

In Sector 7, which has a cryomodule at the downstream end, we placed a single 2.4-m-long undulator.
This device was approximately centered in the long straight section. Hence, a total of three 2.4-m-long
undulators where placed between the cavities, in agreement with the present plans for the beamlines.
Two sets of simulations were performed, the first using three devices with a period of 28 mm, the
second using three devices with a period of 30 mm. These are devices in the range of interest to the
users. Even with all gaps closed to 11 mm, the only definite effect was an increase of the vertical
emittance by less than 0.8 pm. To further test this conclusion, we lengthened the device in Sector 7

to 4.8 m and repeated the simulations for the 30-mm undulator period, which previously showed the
largest effect. An increase in the vertical emittance of about 1.3 pm was observed. Hence, we conclude
that effects on the equilibrium beam properties are not significant.

We also looked at the effect of the insertion devices on injection efficiency. This involved
repeating the analysis of the previous subsection with undulator kick maps. No significant change was
seen in the results.

3.5.3.7 Predicted Performance

To simulate what pulse length and what intensity can be achieved, detailed modeling was
performed using electron distributions from tracking and photon distributions from sddsurgent [3.5-
26]. 24-bunch mode was assumed, with a 33-ps or 41-ps rms electron bunch length. After tracking
10000 particles to find the equilibrium for a series of voltages, the particle properties were averaged
over 2000 turns. Using these averaged parameters, a single turn was tracked with 1 million particles to
get the phase space at the undulator. The undulator was placed 1.2 m from the center of the straight
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section, as would be typical. This means that the electron beam phase space has about twice as much
spatial chirp as it would if the ID was centered on the straight section.
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Figure 3.5-11. Angular radiation pattern from Figure 3.5-12. Radiation phase space at 26.5 m
2.4-m-long U33 undulator at 10-keV first from the source, for 41-ps electron bunch and
harmonic. Relative intensity is shown on a log 2-MYV deflection voltage. Relative intensity is
scale. shown on a log scale.

sddsurgent can calculate the detailed distribution of the central cone radiation and off-axis
higher-order harmonics. This distribution was used for convolution with the electron distribution.
Photon coordinates generated this way were then read by elegant. elegant does not specifically
recognize these particles as photons, but it can still track them if only drift spaces and slits are used. In
modeling the slicing process, an additional +0.25 mm horizontal slit at 26.5 m from the source point
was used (that slit is used to decrease the intensity of the second harmonic).

Figure [3.5-11] shows the angular flux distribution of the radiation from the Undulator A at
10-keV photon energy. The second harmonic radiation is the large ring at a divergence of about 80
urad. Use of horizontal slits allows one to attenuate the effect of the second harmonic; however, it
cannot be eliminated completely. Figure [3.5-12] shows the radiation distribution at 26.5 m from the
source for a 41 ps electron bunch duration. It clearly illustrates the effect of the second harmonic. (For
longer bunches, a “back-chirped” portion will also appear.)

Figure [3.5-13] shows the details of time structure of the radiation pulse. The second harmonic
presents itself as two pulses around the main pulse with intensity of 1 to 2% of the main pulse at
distance of several tens of ps from the main pulse. The exact numbers depend on the undulator
parameters. For the 41-ps bunch duration, the back-chirped pulses (which would appear at £178 ps) are
very weak and are neglected here.

The achievable pulse duration for a particular rf voltage depends on photon energy and
undulator length because they change radiation divergence o,/ raq (Equation @) Figure @
(left) shows pulse length as a function of the deflecting voltage for 10-keV first harmonic radiation
from the 2.4-m-long U33 undulator. Figure [3.5-14] (right) shows the dependence of the pulse length on
the photon energy for the same undulator. One can see that the results improve for harder x-rays, as

expected from Equation (3.5-14) and (3.5-15).

In addition to the above calculations, we also investigated two additional factors, using the
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Figure 3.5-13. Time structure of the radiation pulse. The top plot shows 25-keV radiation from undulator
U18, while the bottom plot shows 1-keV radiation from undulator U55. The second harmonic presents
itself as two pulses around the main pulse with intensity of 1 to 2% of the main pulse at distance of several
tens of ps.

program SPECTRA [3.5-27] in place of sddsurgent. First, we looked at the effect of beam energy
spread on the radiation distribution. sddsurgent only includes the effect of the beam energy spread
on the beam size, whereas SPECTRA includes the effect on the radiation distribution. Second, we
investigated the effect of detuning the monochromator from the exact harmonic. We looked at detuning
by AA/A = —1/N and AX\/\ = —1/(2N), i.e., the nominal undulator linewidth and half the nominal
undulator linewidth. Figure [3.5-15| shows the results for a 41-ps rms electron bunch duration as a
function of deflecting voltage. Only in the case of “full” detuning, A\/\ = 1/N, is a significant effect
seen.

3.5.3.8 Work Remaining

The beam-dynamics simulations for SPX are highly developed and are believed to give accurate
predictions. However, additional tasks suggest themselves, including:

e Perform tolerance estimates with dynamic errors including the effects of orbit feedback and a
realistic model of the cavity feedback systems.
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Figure 3.5-14. Predicted pulse duration. Right plot: as a function of deflecting voltage for 10-keV photons
and a 41-ps electron bunch duration; left plot: as a function of the photon energy for 2-MV deflection and
41-ps electron bunch duration. The points above 30 keV are for the third harmonic.
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Figure 3.5-15. Predicted pulse duration for 41-ps rms electron bunch duration as a function of deflecting
voltage, for four cases: Using sddsurgent fo compute the radiation distribution. Using SPECTRA to
compute the radiation distribution, which includes broadening due to the beam energy spread. Using

SPECTRA with AX/A = —1/N and AX/XA = —1/(2N).

e Perform analysis of sensitivity to orbit in interior sextupoles and methods of compensation,

including possible additional skew quadrupole elements.
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3.5.4 Collective Effects
3.5.4.1 Introduction

Collective effects are the results of those (undesirable) forces produced by the electromagnetic
fields of particles of the beam acting back on the beam. These could be an increase of emittance
(through, say, intrabunch collisions), a decrease of lifetime (again, through intrabunch scattering), and
generation of centroid and head-tail motions (through wakefields).

The collective effects related to the deflecting cavities can be separated into short- and
long-range effects. The former act within a single bunch, whereas the latter act over one or more turns.

Depending on the detailed resonant properties (i.e., frequencies and shunt impedance) of the
cavities, there may or may not be an undesired beam oscillation known as coupled-bunch motion.
Calculation methods can determine the safe range of cavity properties for an arbitrary bunch pattern
against this instability. One only needs to specify here the cavity resonant properties required for
stability for all desired bunch patterns. This is discussed in section [3.5.4.2]

The single-bunch limit is determined by the sum total of all short-range wakefields produced in
the storage ring vacuum-chamber components. The deflecting cavities and the pipes connecting them to
the standard chamber thus contribute additional short-range wakefields. The goal is to make an accurate
estimation of the impact of the SPX cavities on single-bunch properties, including the single-bunch
current limit. This is discussed in section

3.5.4.2 Coupled-Bunch Effects and Requirements

The analysis of multibunch stability consists of determining whether it is possible for an
oscillation of a multibunch beam to grow or to be sustained because of the cavity wakefields. This
would occur if an HOME] frequency happens to be in resonance with one of the beam modes. If that is
likely to happen, even for short periods of time, then the cavity design must be modified or rejected.
The bunch motion in the longitudinal and two transverse planes must be considered separately as they
depend on cavity resonant modes of different symmetries. The inputs to the calculation are essentially
the cavity resonator parameters, the bunch pattern, and the total current.

There are three methods of various complexity (and accuracy) to determine the stability of the
beam: explicit tracking of the beam with full optical and wakefield effects, normal mode analysis of
bunch motion, and simple worst-case calculation from one cavity HOM.

In addition, these methods must somehow include the randomness of the HOM frequency
values, as they are not known to sufficient accuracy in advance. The HOM frequencies change from
design (and initial measurement) because of construction tolerances, and they also change during
operation (changes in tuner position and temperature). In general the calculations are done with an
assumed set of HOM frequencies, which are repeatedly randomized from the ideal design values (also
known as a Monte Carlo approach). Statistics are done on the results to determine the likelihood of
stability (or instability).

*In this section we use for simplicity the term HOM for the resonator modes that are not the driving mode of the cavity — thus
HOM means any of the Higher Order Modes, Same Order Modes, and Lower Order Modes defined in subsequent subsections.
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In superconducting cavities, the quality factor ( of a HOM can be very high, i.e., the resonator
response is very sharply peaked in frequency and in general not close to any beam-mode frequency.
This appears to be a good thing. However, if the HOM frequency varies due to temperature or
operational change, the frequency might coincide with a beam mode frequency and the resulting beam
instability would be very strong and cause beam loss. Another situation to consider is several cavity
HOMs of much different frequency but resonant with the same beam-mode frequency through aliasing.
Thus, a Monte Carlo simulation with sufficient sampling would cover operational conditions in one run.

The bunch pattern affects the type of beam mode that may occur, thus a Monte Carlo
simulation has to be done for each operational bunch pattern.

The Monte Carlo method on HOM frequencies was first applied [3.5-28] for a superconducting
cavity application at Cornell, then for LEP [3.5-29]. It was used in the design of the APS to determine
the required deQing of the HOMs in the original (normal conducting) 352-MHz cavities [3.5-30, 3.5-
31]. The method was applied again on the 2.815-GHz normal-conducting cavities in an earlier proposed
SPX project [3.5-32,3.5-33].

The most complex (and time-consuming) calculation method would be an exact multiparticle
tracking of all bunches with an assumed set of HOM frequencies, where phases of all HOM wakefields
are advanced in time and where wakefield forces are applied at every bunch passage. Such tracking
would include helpful damping effects (at least in transverse planes) from chromaticity and short-term
wakefields, which, at the APS, can result in at least twice as strong damping than that of synchrotron
radiation. Since the tracking run takes some time to complete, repeating this hundreds of times for
Monte Carlo sampling would be very time consuming.

For a general parameter investigation the normal-mode analysis approach is preferred because
it takes much less time and can be executed in a conservative way. The centroid-motion-only normal-
mode approach by Thompson and Ruth is employed [3.5-34] because it allows analysis of arbitrary
bunch patterns. While this method won’t include the coherent damping that comes from multiparticle
effects, one could compare the result with either the synchrotron radiation damping rate (more
conservative) or the expected coherent motion damping rate (more realistic), as deemed appropriate.
The code clinchor [3.5-31,3.5-35] was written to implement this normal mode analysis.

Before reporting on this normal-mode Monte Carlo simulation, one can make an even simpler
estimate of the worst growth rate assuming only one “bad” HOM that is resonant with a beam mode,
and where the bunches are equally spaced. Calculations under these strict conditions should only be
used as a guide of the possible growth rates.

One assumes N bunches equally spaced and equally charged. An unstable mode would have
each bunch follow an oscillation of the same amplitude but with a fixed phase difference between
them. For example, in the V-plane the centroid motion of the 5 bunch detected at a position monitor
would be y; = Aexp{i2mjm/N } exp{i€),,t}, where A is some complex number constant, m is
the mode number (0 to N — 1), and 2, is the coherent frequency of mode m. Successive bunches
have exp{i2mm/N} phase difference. €2, is very close to v, fj in value for all modes, having small
differences in real and imaginary parts proportional to the resonator strengths. The imaginary part
gives the growth or damping rate. The resonant condition is faom = — fovy + m fo, that is, the HOM
frequency must be equal to a harmonic of the beam frequency plus an offset given by the betatron
frequency. Obviously one does not want a resonance to occur, but we don’t have control over the
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HOM frequencies to sufficient accuracy during the design or tuning stage and during operation. To be
conservative, one must assume that the frequency has the worst value, the resonant condition.

The instability growth rates depend on three properties of the cavity modes: the resonance
frequency, the Q, and the shunt impedance. Before continuing, the definition of the term shunt
impedance must be clarified. There are two conventions that differ by a factor of two. One is the
“circuit” model, which is used in ring impedance and instability calculations, and the other is the
“accelerator” model, which is used in specifying power requirements for driving a cavity. To avoid
confusion, Table [3.5-2] gives the definitions of shunt impedance for the circuit model and related
quantities.

Table 3.5-2. Definitions for circuit-model shunt impedance. Definitions are given for both monopole and
dipole resonators with frequency w, and other related quantities.

Quantity Longitudinal Transverse
Voltage integral ® V= f_LL22 E.(r,z) exp{—iwz/c}dz V(r)= f_LL% E.(r,z) exp{—iwz/c}dz
Shunt Impedance®™ R, = 14 Ry = — laz %

— Rs _ wr R
Impedance Z)(w) = 1150 /wr—wn o) Z)(w)=*%r 1+jQ(w/Jr7wr/w)

Wake coefficient Wi = wrRs/Q Wio=w-R/Q
. d - r .
Wake function W) (2) = W) exp {— 59 } cos(krz) Wi(z) =W_igexp {— ’;QZ} sin(k,2)
For dipole modes (transverse plane) the integral is performed with a radial offset 7 # 0
P. is the power needed to maintain the E, fields, including power dissipated in dampers
Ky is the wave number w,- /¢ of resonator frequency; a is radius of E. integration.
Used for time-domain calculations, e.g., mode analysis and tracking.

a
b
c
d

The growth rates for a single HOM resonator with worst-case frequency are

acliotal 2 2
ag = ———— (R, Xp(—w;. oy ), 3.5-35
2(E/€)l/s( fHOM)e ( " t) ( )

for the longitudinal plane and

Uy = ;E)ét;t;(ﬁx,ym) exp(—w?a?), (3.5-36)
for the transverse planes. A bunch form factor was added, which is sometimes overlooked in the
literature. The quantities besides shunt impedance are explained in Table [3.5-3] The table refers to
two values of total current. Although the APS-U requirement is 150 mA, the design requirements for
stability purposes is 200 mA, for which all stability calculations are done. A design that is stable for
200 mA will certainly be stable at 150 mA.

Each growth rate must be compared with the natural damping time of the centroid of the
bunch, which we could take as either the synchrotron radiation damping rate (1/7) of the given plane
or the coherent damping rate in that plane (which includes synchrotron radiation damping effects). As
mentioned above, assuming only the synchrotron radiation damping rate in setting stability conditions is
more conservative.
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Table 3.5-3. Beam and Cavity Parameters

Quantity Value Comment

Longitudinal plane ring parameters

Current ioa 200 mA Design requirement

APS-U Operational Current 150 mA Not used in stability calculations
Energy & 7 GeV

Revolution frequency fj 271.55 kHz

Synchrotron frequency f; 2.1 kHz Incoherent value

Momentum compaction c,. 2.8x107%

E;negiTtsudinal single-particle damping 4.8 ms

Longitudinal single-particle damping 208 s~ Maximum tolerable growth rate of

rate 1/7 instability

Transverse plane ring parameters

Average (3, in cavity 22 m 20 m in standard-length straight section
Average (3, in cavity 7.5m Value at end of long straight section.
Transverse single-particle damping time 9.6 ms

Try

Transverse single-particle damping rate 104 s~ Nominal maximum allowed growth rate
1/ 7oy of instability

Charge- and chromaticity-dependent,
Coherent damping up to 500 s~ and includes synchrotron radiation
damping rate?
Chromaticity > +6 Major contributor to coherent damping
Form factor parameters

Shortest bunch length in operational

rms bunch length o, 23 ps
bunch patterns (324 bunches)

Form factor for 2.0 GHz and 2.8 GHz 0.92, 0.85 exp(—w?lo?)

* Measurement was done in the vertical plane for 2-mA bunch and y-chromaticity of 7, close to conditions for the hybrid
mode bunch train.

The coherent damping rate is determined by other beam dynamics and potentially is much
larger in magnitude than the synchrotron radiation damping rate. In some accelerator applications taking
credit for this extra damping would make cavities design easier, such as not requiring HOM dampers.
In the present case of superconducting cavities, natural ()’s are so high that we need HOM dampers
whether or not we take credit for the higher coherent damping rate. The benefit of not assuming the
coherent damping rate is that we have a fallback for stabilizing new bunch patterns that have higher
growth rates than those presently studied (e.g., unexplored variations of the hybrid bunch pattern).

With the ring parameters listed above, the largest allowed resonator impedances are then
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determined and are given in Table [3.5-4] The beneficial effect of the bunch form factor is included.
These give guidance to the rf cavity designer for target shunt impedances.

Table 3.5-4. Simple Estimates of Largest Allowed Resonator

Impedances.
Quantity Limit on Quantity?®
(Rs fuom) for one monopole HOM 0.44 MQ-GHz ®
R for one monopole HOM at 2 GHz 0.22 MQ
R, for one H-plane HOM 1.3 M{m
R; for one V-plane HOM 3.9 M{/m

# Estimates include the bunch form factor.
> Assumes a conservative bunch form factor for a 2-GHz HOM in all cases.

The next step is to perform the Monte Carlo calculation using resonator parameters from HOMs
provided by the rf cavity designer and with the number of cavities desired. The design of the rf cavities
is not finalized at this time, so the resonator parameters used here only allow making an estimate of
growth rates. A single-cell design with dampers in each cavity will produce very low @s for all HOMs.
Each of the HOMs will almost certainly satisfy Table by themselves. However the present design
calls for a total of eight cavities to be installed eventually, many of which will have overlapping HOM
impedance functions. With a statistical model of how the HOM resonant frequencies may vary from
cavity to cavity, one may use a Monte Carlo method to estimate the growth rates.

The utility of the Monte Carlo method can be demonstrated with a concrete example of a
design reported in section [3.5.6.2] on single-cell superconducting cavities. The V-plane dipole HOMs
(Table [3.5-3)) are used to calculate the possible transverse instabilities for the 24-bunch fill pattern. Only
a few of the HOMs are listed. Others were omitted for brevity because they have much lower R;.

Table 3.5-5. V-plane HOM Parameters Used for
Monte-Carlo Simulation.

Frequency R:/Q Qr?
(GHz) (2/m)
3.02 878 68
3.06 240 797
343 449 144

* HOM dampers are included.

A calculation for eight cavities was performed with clinchor. The modal analysis uses
the actual s at the cavities and a bunch lengthening table (o, versus I,) provided by the user. The
frequencies can be randomized uniformly over an interval given by the user. We usually choose the
default interval of fj, giving a chance for any HOM to be centered on a beam frequency. The user
can also vary the @s for a given HOM data set, while maintaining the value of R;/Q. This feature
could be used in other projects, say, to provide a target for HOM damper designs. For the SPX project,
the HOM @s are considered as a given for a particular design, rather than adjustable. One could also

3—138



APS-U Conceptual Design Report Chapter 3
3.54 Collective Effects

specify a “target” staggering step for any of the HOM frequencies, as was done for the APS 352-MHz
cavities for preventing overlap between resonators of different cavities. For now, we don’t consider such
staggering since the () are expected to be so low that it would be difficult to avoid overlap.

One may ask whether, for a complete calculation, one should include all resonators in the ring,
specifically those of the accelerating 352-MHz cavities. We don’t presently have a good model of the
HOMs of the as-built 352-MHz cavities that explains the observed lack of multibunch instabilities (up
to 245 mA) that were generally expected. (There was one longitudinal HOM observed early on in one
of the 16 cavities; this is now damped with an HOM damper.) It is possible that the resonator (Js in
general are much smaller than those calculated earlier in the APS development, since the calculations
didn’t (and couldn’t) take into account damping through the coupler and waveguide network. Other
factors not included are coherent damping from chromaticity and other de-coherence effects. It is
assumed for the moment that the accelerating cavity HOMs do not contribute to multibunch instability
when deflecting cavities are added.

The Monte Carlo results are presented as a histogram of the most unstable beam mode for
each instance of randomized HOM frequencies in eight cavities. By way of example, Figure [3.5-16]
gives such a histogram for the case where only the worst mode is used in the calculation of beam mode
growth rates. In addition we plot the cumulative distribution of the most unstable beam mode growth

hybrid, single worst HOM hybrid, single worst HOM

0.14[ 5 1.0[
0.12] =
ERR:
> o010 T
2 0.61
< 0.08] =
)
& 0.06} © 0.4
< 0.04] 3
b 5 0.2}
0.02L c
0.00[ 1 o 0.0] ]
19.0 19.5 20.0 20.5 21.0 21.5 22.0 19.0 19.5 20,0 20.5 21,0 21.5 22.0
Growth Rate (1 /sec) Growth Rate (1 /sec)

Figure 3.5-16. Distribution of growth rates of instability in the V-plane assuming only the worst dipole
HOM. The red line marks the 95" percentile of cases. 1000 samples were calculated.

rate, which is just the integral of the histogram. The cumulative distribution can be used to determine
the probability of instability for a given natural damping rate, and thus is more useful to consider.

Note that the distribution in growth rates is quite small. This is due to the low @) values of the
resonators and the absence of (large) staggering of frequencies. Randomizing the HOM frequencies for
low-Q resonators doesn’t have much effect but we performed it anyway to avoid surprises.

The cumulative distribution plot in Figure [3.5-16 also marks the 95 percentile of the
distribution, a useful scalar quantity (less noisy than, say, the 100" percentile) that characterizes the
distribution when doing scans of parameters.

The simulation with all HOMs is presented in Figure for the 24-bunch and the hybrid
bunch patterns, showing that the growth rates in the hybrid pattern are of the greatest concern.
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Figure 3.5-17. Distribution of growth rates of instability in the V-plane from an example set of dipole

HOMs. The red line marks the 95" percentile of cases. 1000 samples were calculated.

The growth rates must be compared with the natural damping rates of single bunches, which is,
at minimum, the synchrotron radiation damping rate, or depending on plane and the optics setting, the
coherent damping rate. Table [3.5-6] shows that for all planes and bunch patterns, we predict stability.

Table 3.5-6. Summary of Monte Carlo Simulation of Instability assuming Eight Cavities

Plane Growth Rate Syncl.l. Rad. Colferent Comment
Damping Rate Damping Rate
st st st
Longitudinal 15 208 Not applicable Stable
Horizontal 98 104 No recent measurement® Stable
Vertical 70 104 Up to 500 Stable

? Values are probably a little less than in vertical plane based on known chromaticity and resistive and
broad-band impedance.

It was mentioned earlier that the cavity design has not been finalized and, in addition, that the
real (Q’s will not be known until they are measured on the real cavities. If it turns out that the @)’s for
the as-built system are a little higher (and if the present accelerating 352 MHz cavities might contribute
along with deflecting cavities to multi-bunch instabilities) then we might be transversely unstable if
only synchrotron radiation damping was present.

The coherent damping rate, which we nominally do not need to invoke in order to conclude
that we are transversely stable, provides margin against such changes. The vertical transverse damping
rate was recently measured to be up to 500 s~! for a range of bunch current and chromaticity settings
corresponding to what might be used in hybrid “mode,” the bunch pattern for which we predict the
highest growth rate. If we take the bottom of the range as the minimum coherent damping rate that

3—140



APS-U Conceptual Design Report Chapter 3
3.54 Collective Effects

we could expect in the future, then our stability margin is a factor of five. Also, other work has
demonstrated the possibility of adjusting the hybrid bunch pattern to reduce the estimated worst-case
growth rate by an additional factor of two if need be. In conclusion, we have a high level of confidence
that we will not have an issue with multi-bunch instabilities.

3.5.4.3 Single-Bunch Effects and Requirements

The SPX system in the storage ring will have a short-range wakefield effect on the beam
very much like other impedance sources. The system has two different impedance elements, namely,
nonuniform chamber (SPX chamber) and deflecting cavities. Compared to the standard long-straight
section (LSS), the SPX chambelﬂ will have extra transitions connecting the deflecting cavity pipe to
the regular chamber. The detailed 3-D computation by GdfidL. shows that the vertical wake of the SPX
chamber excited by a bunched beam is almost same as for the LSS chamber, as shown in Figure [3.5-18]

T T T T T T T T T T T T T
800L J
LSS chamber

6001 SPX chamber )
4 Crab Cavities
400L 7
200L 7
/
OL —

By*Wy [V/pC]

-200¢L i

N B R B
Distance [cm]

Figure 3.5-18. The vertical wake potential of eight deflecting cavities excited by a bunched beam of o, = 1
cm compared with those of the LSS and SPX chambers.

The 3-D model of a cavity used in the wakefield computation is shown in Figure [3.5-19 The
cavity aperture is 50 mm, a compromise between the desire to minimize wakefields and maximize the
effectiveness of waveguide HOM damping (motivating a larger aperture) and the desire to improve
deflecting performance (motivating a smaller aperture). With this aperture choice, four cavities will be
needed to generate 2 MV of deflection voltage at each end of the SPX zone, totaling eight cavities.

The vertical wake potential of a set of four cavities is compared with the SPX and LSS
chambers in Figure which shows that the deflecting cavity can significantly impact the vertical
kick to the beam in the SPX zone.

3When we refer to the “SPX chamber,” we do not include the cavities, just the extrusion for IDs, a straight round pipe where
the cavities would go and three taper transitions
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Figure 3.5-19. A model of superconducting deflecting cavity with input/output couplers for the wake
potential computation rendered by GdfidL.

M

Following the same simulation method used in establishing the APS impedance model as
described in section [3.2.4] 200,000 macro particles were tracked with the deflecting cavity impedance
included. As shown in Figure 3.5-20 with the full 3D impedance, we found that the bunch was
lengthened, which reduces the peak current. As a result the transverse mode-coupling instability
(TMCI) in the vertical plane was reduced in strength, leading to a small net increase in the single-bunch
current. Thus, 16 mA can be delivered in a hybrid fill with the SPX system installed in the ring.

In the low-current regime below 6 mA, the increase in bunch length by deflecting cavities is not
significant (Figure [3.5-20). This is compatible with the short-pulse operation of the SPX system in the
24-bunch mode, in which each bunch has 4-6 mA, below the microwave threshold.

Hence, the intensity of short pulses available in 24-bunch mode from SPX will not be affected
much by collective effects introduced by the cavities. On the other hand, 16-mA operation in hybrid-fill
mode may not be compatible with short-pulse x-ray operation because the coherent motion excited by
the microwave instability will make it difficult to produce a precise chirp along the bunch. There are
other challenges for SPX operation in hybrid mode, including the phase slew along the 56-bunch train.
For these reasons, operation in hybrid mode is not contemplated.

In summary, with up to eight deflecting cavities installed in the ring, more than 16 mA can be
stored in a single bunch. Hence, installation of the cavities will not jeopardize hybrid-mode operation.
Collective effects with the presence of the cavities should not degrade SPX performance in 24-bunch
operation at 150 mA.

Because the deflecting cavities lengthen the bunch, they might be seen as having a helpful
effect for other upgrades. For example, we might be able to make other changes in the ring that
increase the transverse impedance, without jeopardizing the ability to achieve 16-mA single-bunch
current. One obvious possibility would be inclusion of several in-vacuum undulators (IVUs). However,
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Figure 3.5-20. Bunch lengthening with and without deflecting cavities in the ring, assuming a total of eight
deflecting cavities.

we have elected not to pursue this possibility, for four reasons. First, the lengthening is not significant
for the eight cavities included in the upgrade. Only with a much larger number of cavities would an
appreciable benefit be seen. Second, we do not wish to link the success of one upgrade (insertion
devices) to the implementation of another (SPX), since in principle the SPX component of the upgrade
could be removed. Third, the potential performance of superconducting undulators, as described

in section [3.4.6] is superior to that of IVUs, without the detrimental effect on impedance. Fourth,
operation at higher single-bunch current would be a significant benefit to timing experiments, which
are emphasized in the mission needs statement. Hence, the upgrade mission would benefit from

any improvement resulting from the combination of SPX installation and careful preservation of the
transverse impedance.

3.5.4.4 Emittance Degradation Due to Impedance

The performance of deflecting cavities generating short x-ray pulses has been investigated
based on the single-particle dynamics. However, collective effects occurring within these two sectors
may alter the beam dynamics in all planes in a significant way. The vertical betatron phase, for
example, may need to be readjusted because the (small) transverse impedance will detune the phase
advance somewhat depending on the charge and shape of bunched beam. Such consideration will make
simulations more realistic.

A preliminary simulation of multiparticle dynamics was performed with an emphasis on vertical
emittance degradation. The transverse impedances were added to the otherwise magnet-only lattice (the
same one used in section [3.5.3) in three stages, and at each stage the effect was assessed:

e Impedance of two sets of SPX cavities, each consisting of four deflecting cavities at Sectors 5
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and 7. Each cavity impedance kicks the beam in both the x and y planes.

e In addition, chamber impedance of Sector 6 and Sector 7 between the SPX cavities, where the
sector impedance was lumped at S6A:Q1 and S6B:Q1 for Sector 6 and at S7TA:Q1 and S7B:Q1

for Sector 7.

e In addition, chamber impedance of remaining sectors outside SPX, where the sector impedance
was lumped at the center of each straight section.

Inside the SPX, the bunch will get an impedance kick proportional to the slice offset in the
deflecting plane y. Outside the SPX there will be no impedance kick to the beam in an ideal machine
because of the cancellation. However, if there will be any residual oscillation in transverse plane,
the emittance may be further degraded because of the impedance. In order to see the such effects
quantitatively, we tracked 30000 particles over 5000 turns following the same method described in
section [3.5.3] We used the same lattice with 2-MV deflecting voltage. The current was 6.25 mA with
41-ps rms bunch length. The result was compared with the reference emittance, which was obtained
over the 5000 turns without impedance; any increase in emittance then was attributed to the impedance

effect.

The emittance with various impedance elements in the ring is plotted in Figure [3.5-21] together
with the one without impedance. For the simulation parameter consistent with the APS Upgrade, we
could not resolve any impedance effect on the vertical emittance.
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Figure 3.5-21. Vertical emittance with various impedance elements in the ring. See text for explanation.

3.5.4.5 Work Remaining

In the work just reported, we didn’t include the effect of longitudinal impedance, which
would require a nominal simulation condition of 200000 particles and 10000 turns, taking a week on
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a 100-core cluster. However, we believe that the self consistent simulation is important in predicting

the SPX performance, so we plan to continue these simulations using larger computing resources.

This study will use the lattice with full magnets and impedances, exploring the effect of closed orbit
distortion, different injection kicker settings, feedback operation, and SPX cavity errors along with other
operational conditions of the ring.

The collective effect simulations for SPX were mainly developed in the context of instability
modeling and are believed to give accurate predictions on single- and coupled-bunch effects. Usually,
the study of collective effects stops here. However, for unconventional situations, such as the APS-
Upgrade with SPX, the performance-related simulation of emittance degradation is an important issue.
For this purpose we will need to simulate the ring as closely as possible to that found in realistic
operation, which will require large-scale computation on the 1000s of cores.

3.5.5 Conceptual SPX System Design

The tolerances (section [3.5.3.4) and cavity impedance budget (section [3.5.4) for the SPX system
will be challenging. Plans to meet the cavity impedance budget are discussed in the cavity design
section The differential phase error tolerance of 0.18°rms (see section will present
many challenges to the rf system. While the common-mode phase tolerance is much more relaxed
at 4.0°rms, storage ring (SR) synchronous phase changes simply due to insertion device (ID) gap
changes [3.5-36] and due to main SR rf noise [3.5-37,3.5-38] must be accounted for.

A conceptual system level design using a beam-based feedback control strategy was developed
to address these challenges at a July 2010 SPX Study Meeting by participants from ANL, LBNL,
Fermilab, and SLAC [3.5-39], as shown in Figure [3.5-22] In the proposed scheme, beam position
monitors outside the SPX zone (section measure orbit distortions caused by differential phase
errors between the SPX cavity sectors and feedback to the phase of the second SPX cavity sector via
the real-time feedback system (RTFB) (section @ Residual tilt monitors outside the SPX zone can
measure tilt caused by differential amplitude errors and correct the amplitude of the second SPX cavity
sector. A beam arrival time monitor can be used to measure and feedback to the phase of the main SR
rf to correct for common-mode phase errors introduced by main SR rf noise and synchronous phase
changes. Beam position monitors within the SPX zone can be used to refine the common-mode phase
errors of the SPX system by feeding back on the first SPX cavity sector. Finally a tilt monitor within
the SPX zone can be used to measure and correct for SPX common-mode amplitude errors.

By using beam-based feedback, the inevitable 1/ f phase noise and long-term drift of the rf
system, which ultimately leads to orbit distortions, can be compensated by the RTFB system, at least
within its closed loop bandwidth, which is expected to be upgraded from 60Hz to 200Hz (section
[3.3.6). If the RTFB system is responsible for correcting SPX system amplitude and phase noise in the
frequency range of <200Hz and the low-level rf (LLRF) control system is responsible for regulating
noise in the range >10Hz, an overlap between the two systems in principle [3.5-40] can ensure
complete spectral coverage for beam-orbit stability.

A signal synchronized to the first SPX sector cavities, which is indicative of the time of short-
pulse x-ray production, will be provided to the user lasers via the timing and synchronization system,
which also provides all timing fiducials to the rf and beam diagnostics systems (section [3.5.7). Remote
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Figure 3.5-22. SPX beam-based feedback control strategy.

control, monitoring, and integration of all SPX subsystems, including within the existing APS storage
ring complex, will be provided by the controls systems (section [3.5.7). Details of the individual SPX
subsystems, including cavity and cryomodule design, cryogenics, low-level rf, high-level rf, machine

protection, and diagnostics are given in subsequent sections.

3.5.5.1 R&D Plan

The proposed SPX system design and its integration into the existing accelerator complex
while maintaining beam stability will be challenging. To address these challenges, we plan to install a
two-cavity test facility into the APS storage ring. Details of the R&D plans for individual subsystems
are included in their respective discussions in subsequent sections. Here, we briefly describe the plans
for the two-cavity test.

The two-cavity cryomodule will be delivered by Jefferson Lab fully assembled and under
vacuum. Subsequent tests will include a complete module test at the ATLAS facility at ANL’s Physics
Division, cryogenic system tests in the APS storage ring test area, and in-ring tests.

Initially, the cryomodule will be located at the ATLAS facility, which allows testing down
to 2K. We will begin with system checks for mechanical integrity, vacuum condition, and alignment
variation. Overall cryomodule tests will include cryogenic performance, rf power distribution and
conditioning, tuner verification, cavity performance, low-level RF control and microphonics, low-power
rf performance of the dampers, and alignment performance. The tests may also include the evaluation
of potential dark current.

3— 146



APS-U Conceptual Design Report Chapter 3
3.5.6 Superconducting Rf

Next, the two-cavity cryomodule will be transported to building 400A (APS storage ring test
area) for cryogenic system integration. Low-level rf control and microphonics characterization will be
tested in the storage ring environment.

Following this, the two-cavity cryomodule will be installed in the storage ring. A slowly
ramped electron beam will be introduced with the unpowered, detuned cavities at room temperature,
liquid-nitrogen temperature, liquid-helium temperature, and finally sub-\ helium temperature. The
performance tests will include assessing beam quality and stability, higher- and lower-order mode
(HOM/LOM) power damping efficiency, alignment, and diagnostics under passive conditions.

Next, low power cavity tests will begin, including fast and slow cavity tuning, system timing
and synchronization, diagnostics, alignment, and HOM/LOM damper performance. Finally, high-power
tests will be conducted, including the beam-deflecting efficiency, rf distribution, HOM/LOM damping
performance, alignment, cryogenic performance, and machine protection.

Beam dynamics modeling of the two-cavity test has been performed to assess to what extent it
creates an observable chirp and whether it offers a valuable capability for x-ray users. In the modeling,
we placed the cavities in the downstream end of Sector 5. Long-term tracking with elegant [3.5-22]
demonstrated that a steady-state chirp develops that would be visible at all insertion devices. The
visibility of the angle chirp is characterized by

045
Q45 = 5
V 044055 — Oy5

where 0;; = (x;x;), with the usual number of the phase space coordinates from 1 to 6 (5 is time).

This quantity is plotted in Figure [3.5-23] The response is, not surprisingly, reminiscent of a vertical
closed-orbit distortion pattern. Based on this analysis, the response at 7-ID is close to the maximum
response.

(3.5-37)

The x-ray pulse duration as a function of transmission through a pair of variable vertical
slits is shown in Figure (See section for a discussion of how these computations are
performed.) The minimum FWHM pulse duration for 7-ID is approximately 8 ps. This could be
reduced by moving the vertical tune closer to the integer (we used v, = 19.25 in this simulation), but
the operational workability of that change will need to be investigated.

3.5.6 Superconducting Rf
3.5.6.1 Introduction

Deflecting rf structures (cavities) operate in a mode where the center of the bunch experiences
no net Lorentz force while the head and tail of the bunch are deflected in opposite directions. These
structures are mainly single-cell or multicell superconducting cavities operating in a polarized TM,,,
mode with electromagnetic fields as shown in Figure [3.5-25] As the dipole mode has two polarizations,
the undesired polarization, known as the same order mode (SOM), may cause large deflection to
the beam due to its high R/Q. In addition, the fundamental accelerating mode, known as the LOM,
strongly couples to the beam and must be damped to avoid any degradation to the beam quality.
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Figure 3.5-23. Chirp visibility function for Figure 3.5-24. X-ray pulse duration as a function
different ID straight sections when two SPX of transmission through a pair of vertical slits at a
cavities are placed in the downstream end of distance of 26.5 m from the source at three
Sector 5, for two different electron bunch different beamline locations.
durations.

Figure 3.5-25. Polarized TM ,, mode fields (magnetic [blue], electric [black]) drawn for an electron

traveling in the +z-direction receiving a vertical kick up. The magnetic fields lead the electric fields by 90
degrees.

For the APS short pulse x-ray (SPX) project, superconducting rf (SRF) structures are chosen
since they are most suited for high repetition rate applications envisioned for time-resolved experiments
at the APS. The initial operating deflecting voltage for the APS-SPX deflecting cavities is 2 MV, which
will provide x-rays on the order of a few picoseconds. In the long term, additional cavities and rf
systems may be added to provide a total deflecting voltage of 4 MV, which will produce shorter x-ray
pluses. The APS SPX superconducting rf deflecting cavities are designed to operate at a frequency
of 2815 MHz (the eighth harmonic of the APS storage ring rf frequency). It is critical that all HOMs
and LOMs are effectively suppressed in the presence of beam in order to meet the APS storage ring
beam-stability and vertical-emittance-growth requirements up to the design requirement of 200 mA.

Various design options have been evaluated for the APS deflecting cavities based on existing
and proposed cavity designs in the superconducting community. The most recent and successful
application of the deflecting cavity is at the KEK-B collider in Japan, where a pair of single-cell
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500-MHz SC crab cavities were installed and commissioned at the low-energy and high-energy rings
(LER and HER, respectively) for the luminosity upgrade [3.5-41]. The KEK-B crab-cavity design uses
a squashed cavity geometry to separate the degenerate dipole modes and a coaxial insertion in the beam
pipe to effectively damp the LOMs.

In recent years a new collaboration was formed between Argonne National Laboratory,
Jefferson Accelerator Laboratory (JLAB), Lawrence Berkeley National Laboratory, and Tsinghua
University in Peking, China, to develop SC-deflecting rf cavities suitable for high-energy light sources.
Through extensive numerical and analytical studies, a new optimized squashed geometry deflecting
cavity with waveguide damping has been designed.

In the following sections, we discuss the cavity design, cryomodule and mechanical design, the
cryogenic system, the low- and high-level rf systems, and the control-system requirements.

3.5.6.2 Cavity Design [1.03.03.07]

The APS deflecting cavities will operate CW at 2815 MHz, using the TM,, cavity mode, to
produce a head-tail chirp of the beam. A 2-MV deflecting voltage will be applied to achieve 2-ps x-ray
pulses. Four single-cell cavities, each supplying 0.5-MV deflection, will be located in a long straight
section in Sector 5 to chirp the beam, with another set of four cavities located in Sector 7 to reverse
the chirp and return the beam to its nominal orbit. The Mark-I cavity design shown in Figure [3.5-26]
represents the original SPX cavity concept and consists of a squashed single-cell cavity with waveguide
dampers and input coupler. The Mark-II design shown in Figure [3.5-27| uses a similar cavity shape
but relocates the horizontal waveguide damper to the body of the cavity and utilizes a dogbone-shaped
coupling iris for enhanced damping; it is the preferred cavity design due to its greater damping and
lower beam loss factor. The racetrack cross section of the cavities is similar to the KEK deflecting
cavity. It was adopted due to its minimization of the peak surface magnetic fields and frequency
relocation of the same-order mode (SOM). The damping features of the KEK design, however, were
found to be unsuitable for the SPX cavities, as will be discussed later in this section.

The cavity design was guided by various beam-interaction requirements, including the
single-bunch current limit and coupled-bunch instabilities. The single-bunch current limit in the APS
must exceed the requirements of the 16-mA intense bunch in hybrid-mode operation by limiting the
transverse broad-band impedance of the APS. This limit will be maintained in the deflecting cavities
by assigning a minimum beam-pipe radius, as well as designing low-impedance beam-pipe transitions.
Coupled-bunch instabilities were addressed by ensuring strong coupling of HOMs and LOMs in the
cavity to external damping elements.

The coupled-bunch instability requirements for 200 mA are given, very roughly, by

Ry x fn < 0.44 M Q-GHz (longitudinal)
Ry < 1.3 M Q/m (horizontal dipole) (3.5-38)
Ry < 3.9M Q/m (vertical dipole)

where Ry = V?2/2P, Ry = k,V2/2P,, V; = V/k,1, is the deflecting voltage, f, is the LOM /
HOM frequency, ~, is the wave number, P is the total loss, and r, is the radial offset of the voltage
integration. The limits in Equation [3.5-38] are based purely on synchrotron radiation losses and do not
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Figure 3.5-26. Mark-1 design of the single-cell Figure 3.5-27. Mark-II design with on-cell
deflecting cavity with waveguide end groups. waveguide damping.

consider other damping effects in the storage ring. These limits do not depend on the loaded quality
factors explicitly, but the corresponding R is linearly related to the Q of a particular LOM/HOM.

The LOM damping is inherently a more difficult task in a deflecting cavity due to its lower
frequency compared with the operating mode and subsequently to the greater containment of its modal
fields in the interior of the cavity. Damping methods have been devised to extract the LOM using
techniques that are invasive to the cavity fields and interact with both the LOM and the deflecting mode
without degrading the deflecting mode. Various options have been proposed for the International Linear
Collider (ILC) and Large Hadron Collider (LHC) [3.5-42], but KEK [3.5-43] is the first to successfully
demonstrate the operation of superconducting deflecting cavities. An adjustable coaxial insert with
a rejection filter is utilized in the KEK design to heavily damp the LOM and ensure minimal effect
on the deflecting mode at 500 MHz. Scaling this design to 2815 MHz and applying it to the APS
deflecting cavity has been considered, but it was found to be difficult due to manufacturing issues, as
well as requiring excessive length. Additionally, the coaxial insert must be included in the cold mass,
which has proven to be problematic.

The APS has pursued a design which utilizes selective mode coupling into the LOM waveguide
in order to simplify the mechanism for damping. In the Mark-II design, a rectangular waveguide is
mounted horizontally off the body of the cavity, which couples to both the deflecting mode and the
LOM [3.5-44]. The cavity LOM couples strongly to the waveguide TE,, fundamental mode, while the
deflecting mode couples as a higher-order TE,, mode and is rejected by the natural high-pass filtering
of the waveguide, as shown for the LOM waveguide on the beampipe in Figure [3.5-28] The waveguide
LOM damper effectively damps the cavity monopole modes, as well as horizontal TM dipole modes
(electric fields polarized in the horizontal plane). Vertical dipole mode damping, and additional damping
of HOMs, are performed with a Y-end group consisting of three waveguides oriented symmetrically at
120-degree intervals (see Figure [3.5-26)).

The level of damping due to the proposed scheme can be seen in Figures [3.5-29] - [3.5-31]
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Figure 3.5-28. Field configuration of the deflecting mode coupling to the lower-order mode waveguide.

where the impedance was calculated using the wake potential generated by a beam located on-axis

for the longitudinal modes and a beam radially displaced by 10 mm for the transverse modes. Ideal
damper ports on each waveguide termination were assumed for extracting the HOM/LOM power.

The APS coupled-bunch stability threshold for 200 mA is shown for reference in the figures and is
calculated using Equation [3.5-38] Eight cavities have been assumed where the impedance of each mode
is assumed to add constructively in each of the cavities since the Qext of the LOMs / HOMs is on the

order of 10s to 1000s.

Mark-1, 8 cavities
—— Mark-ll, 8 cavities
—— Longitudinal impedance upper limit | £
(200mA, V,?(2P))

Monopole Impedance (Ohm)

Frequency (GHz)

Figure 3.5-29. Longitudinal impedance
spectrum of Mark-I and Mark-1I deflecting
cavity designs with APS beam stability limits
for 200-mA beam current.

Mark-1, 8 cavities

—— Mark-l, 8 cavities

—— Horizental impedance upper limit|
(200mA, V7k/(2P))

Dipole Impedance in horizental direction (Ohm/m)

4 5 6
Frequency (GHz)

Figure 3.5-30. Horizontal impedance spectrum
of Mark-I and Mark-1I deflecting cavity designs
with APS beam stability limits for 200-mA
beam current.

The total power deposited in the dampers due to the beam has been calculated using the cavity
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Figure 3.5-31. Vertical impedance spectrum of Mark-1 and Mark-1I deflecting cavity designs with APS
beam stability limits for 200-mA beam current.

loss factor. Additionally, narrowband impedance or resonant buildup of LOM/HOM power has been
estimated by utilizing the fundamental theorem of beam loading and tracking the steady-state rise and
decay of the cavity voltage due to periodic bunch trains [3.5-45,3.5-46]. The average power absorbed
by the dampers is calculated from the resultant transient voltage in the cavity and is a function of the
bunch pattern, the Qext, and the frequency of the LOM/HOM. Figure shows the average power,
P,, normalized by the R/Q, for the 324 and 24 uniform bunch fill patterns for Qex’s of 100 and 1000,
where the effects of the bunch form factor have been included. The longitudinal impedance of the

SPX cavity is overlaid to show the overlap of the cavity modal structure with the Fourier components
produced by the beam. The average power deposited by the beam into the damper is calculated as a
sum of R/Q x P, for all cavity modes. As an example, the lowest-order monopole mode in the Mark-II
cavity resonates at approximately 2.3 GHz. For the 24-bunch mode and a LOM Q¢ of 100, which is
typical for the monopole modes, P, is 23.2 W/Ohm, as seen in the plot. The damper load is 1.04 kW
due to this single mode. The total power loss from the beam in each cavity for all monopole modes is
1.8 kW for the Mark-1II cavity and 2.5 kW for the Mark-I cavity, but it is ultimately dependent upon the
actual Qe of the LOMs/HOMs. As seen in the plots, there no predicted resonant enhancement of the
LOM power at the expected Qex¢ values of 100.

While the beam physics design of the deflecting cavity was predicated on fulfilling the
cavity/beam-interaction requirements, the rf design optimized various rf performance parameters. Two
variations for the SPX cavity design were evaluated consisting of a low-loss (LL) and a low-peak
magnetic field (LMF) options. Both designs anticipated improved 1f performance from a reduction of
the cavity iris diameter; however, in order to meet the single-bunch current requirements, a minimum
diameter of 50 mm was chosen.

The LL design was based on optimizing the transverse (R/Q)’, which is related to the ohmic
cavity losses P, of the deflecting mode as follows:

ORE:
Q - 2wU
[ v (3.5-39)
C - R 7
2(&) @
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Figure 3.5-32. Longitudinal shunt impedance of the deflecting cavity overlaid on the Fourier spectrum
produced by the beam in each of the cavities for the 324 and 24 uniform bunch fill patterns.

where U is the cavity energy and (), is the unloaded quality factor. Within constraints, the LL design
was optimized by increasing the slope of the end walls and creating a cylindrically symmetric cavity
geometry, as opposed to the squashed cell. An improvement of approximately 20% for the (R/Q)’ was
made relative to the LMF variant.

Table 3.5-7. Comparison of Low-Loss and Low-Peak-Magnetic-Field Cavity Designs

Design Frequency (R/Q)’ P.@05MV B,/V, E,/Vy

(GHz) (W) (mT/MV) (MV/m/M)
LMF 2.815 17.8 6.9 182 88
LL 2.815 21.25 5.6 208 79

The LMF design was intended to minimize the peak surface magnetic field in order to create
a higher operating gradient thereby producing a more compact cryomodule design. The process of
optimizing the LMF design resulted in a squashed racetrack shape, similar to KEK’s design. Other
modifications, such as increasing the radius of the blend in the high magnetic field region on the cavity
iris, as well as creating a vertically oriented elliptical iris to distribute the magnetic field over a larger
area, were not attractive due either to inadequate mode damping or the reduction of deflecting voltage
for a given peak magnetic field.

A comparison of the LL and LMF designs for a cavity iris diameter of 50 mm can be seen
in Table [3:5-7] Note that the peak surface electric field is elevated in the LMF design while the peak
magnetic field is reduced by 12%. It will be shown that field emission at high gradients, which is
a symptom of high-surface electric fields, does not appear to be a significant limiting factor in the
single-cell cavity. Since a peak surface magnetic field not exceeding 100 mT has been specified as
a design objective and since the cavities will be integrated into limited available space in the APS
storage ring, the LMF design offers preferred rf parameters and has been selected over the LL design.
The Mark-I and Mark-II cavities are manifestations of the LMF design. Parameters for the Mark-II
deflecting cavity are shown in Table [3.5-8]

The damping elements of each of the SPX cavities will be required to cumulatively dissipate up
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Table 3.5-8. Mark-II Deflecting Cavity Parameters

Quantity Value
Frequency 2815 MHz
Qu 10°
Vi 0.5 MV
Energy 038 J
kll 0.28 V/pC
o 40 ps
(R/Q) 18.6 Ohm
Epeax 41 1/m
Bpeax 100 mT/MV
Ploss @ Qu = 10° 7T W
Theam 200 mA

No. Cavities 4 x2

to 2.5 kW of power with the LOM damper receiving the largest percentage due to strong coupling to
the cavity monopole modes. The LOM damper design has been rated for 2-kW power loading to handle
either the Mark-I or Mark-II designs. As a result, high-power damper designs are being investigated
that are capable of dissipating kilowatts of power. The dampers are required to have a good match
across a wide bandwidth in order to meet the stability requirements outlined in Figures [3.5-29| - [3.5-31]
Based on design work and experimentation for low-power dampers [3.5-47], SiC in-vacuum dampers
are shown to be broadband and well-suited for ultrahigh vacuum environments. Preliminary numerical
analysis of high-power waveguide dampers using a similar material has been performed [3.5-48], where
a network of metal posts brazed to the lossy dielectric has been designed as a possible stress relief for
the critical brazing operation.

A four-wedge design has been adopted for the SPX LOM damper based on the 10 kW PEP-
IT [3.5-49] and 500 W KEK-style [3.5-50] in-vacuum waveguide dampers. The SPX design optimized
the distribution of the nearly monochromatic, 2 kW LOM damper load across the volume of the
damper [3.5-51]. In this way, the temperature gradient across the damper was reduced and peak stresses
were minimized as shown in Figure [3.5-33] An R&D program is underway to reliably braze the damper
material to a copper substrate, similar to the approach taken for the PEP-II dampers.

A high-power test facility at 2815 MHz is being outfitted at the APS for testing the damper
for performance, reliability, and suitability in a superconducting environment. Low and high-power
tests of the damper material will be performed for rf performance and mechanical integrity. Particulate
generation tests of the ceramic damper material are planned, as well as outgassing and fatigue tests of
the damper-to-copper-brazed assembly. Additional damper design options are being actively investigated
including an LOM rf window to permit an out-of-vacuum rf load, and dimensional changes in the
damper waveguide assembly, which has been shown to reduce the peak rf loading of the LOM damper
by half for a 50% increase in the width of the damper assembly.

The Mark-II cavity design offers improved parasitic mode damping, reduced damper loading,
and improved cavity packing factor as compared with the Mark-I design. However, the perturbation on
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Figure 3.5-33. Four-wedge LOM damper design with power-density distribution and Von Mises stress for
solid lossy ceramic wedges.

the surface of the cavity body is not routinely attempted in order to prevent enhancement of the peak
surface magnetic field. Due to the magnetic field null on the horizontal center plane of the cavity for
the TM,,, mode, a waveguide damper with a careful design of the coupling iris at this location is not
expected to produce a detrimental effect on the cavity rf performance. Since the cavity interior of the
alternate design is only slightly modified as compared with the Mark-I design, the rf performance at the
operating frequency is not significantly altered.

Although the Mark-II cavity has improved damping, any susceptibility to field enhancement
and multipacting has to be carefully considered. The peak surface magnetic field is controlled by
adjusting the dimensions of the coupling iris and utilizing the rounded dogbone shape. The potential
to suffer from multipacting, on the other hand, is a phenomenon that typically occurs in high magnetic
field regions especially near parallel surfaces, conditions which exist near the coupling iris of the
LOM waveguides. Multipacting analysis was performed on the Mark-I and Mark-II designs using
the parallel 3-D code Omega-3P and Track-3P, where the impact number during 40 rf cycles for
electron impact energies between 25 eV and 1.5 keV is shown in Figure [3.5-34] It was found that
signs of multipacting occur in both designs along the cavity blend to the end groups with 2" -order
multipacting occurring at a deflecting voltage of approximately 0.3 MV. However, the simulation results
do not show any enhancement of multipacting in the Mark-II cavity as compared with the Mark-I
design. In fact, experimental results at JLAB of a simplified on-cell damper without end groups has not
shown significant signs of multipacting.

Multicell options have also been explored including a two-cell cavity, a novel three-cell
cavity with a central damping cell for same-passband modes [3.5-52], a two-cell and a five-cell
superstructure [3.5-53]. However, each of these cavities suffer from some combination of peak magnetic
surface field enhancement, manufacturing and processing limitations, or insufficient mode damping.

An unloaded quality factor of 10° has been assumed for the SPX deflecting cavities based on
experimental test data at JLAB as shown in Figure [3.5-35] for a single-cell cavity and for the Mark-I
cavity prototype. As a result, the anticipated total cryogenic load at 2K due to static and dynamic losses
for eight cavities is approximately 80 W. A modest (Q-slope at high gradients can be seen, implying
that field emission is not a significant factor. The prototype Mark-II cavity with end groups will be
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Figure 3.5-34. 3-D multipacting simulation results from SLAC codes Omega3P/Track3P for the Mark-1
and Mark-1I cavity designs. Forty rf cycles were monitored for resonant electron impacts with energies
ranging from 25 eV to 1.5 keV.

constructed at JLAB for evaluation of field emission, peak magnetic field, and unloaded quality factor
in July 2011. A final determination of the Mark-I or Mark-II cavity designs will be made in FY2011.

Crab Cavity Test #1
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Figure 3.5-35. Experimental data of the Q) vs. peak magnetic field for a single-cell cavity without
waveguide end groups and for the prototype Mark-I cavity.

Prototype testing of various SPX cavity designs have been performed at JLAB. A single-cell Nb
cavity without end groups, shown in Figure [3.5-36] has been constructed and tested. A novel single-cell
cavity with on-cell damper shown in Figure [3.5-37] was tested as a proof-of-principle experiment
preceding fabrication of the Mark-II cavity. Recently, the Mark-I cavity was fabricated, see Figure
[3.3-38] and its performance verified at a gradient in excess of its design goal. Copper models have
also been created of a single-cell cavity with the Mark-I beam pipe LOM waveguide damper on the
beam pipe, as well as the 3-cell cavity with central damping cell, see Figure [3.5-39] Prototyping has
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verified simulation results and assisted in the validation of novel concepts. Various tests will continue to
evaluate the unloaded quality factor, multipacting, field emission, effectiveness of the damping scheme,
superconducting quenching limits, and Lorentz force detuning (see Figure [3.5-40] and ref. [3.5-53]).

Figure 3.5-36. Single-cell (without end groups) Figure 3.5-37. On-cell damper prototype
prototype deflecting cavity. deflecting cavity.

Figure 3.5-38. Mark-I prototype deflecting Figure 3.5-39. 3-cell with damping cell model
cavity. of deflecting cavity.

A vertical cavity test facility is being adapted for the SPX deflecting cavities at Argonne
in collaboration with the Argonne Tandem Linear Accelerator System (ATLAS), a heavy-ion
superconducting facility. The deflecting cavities manufactured and tested at JLAB will be tested in this
facility to benchmark results and to high-power test a fully dressed single-cell cavity in January 2012.
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Figure 3.5-40. Lorentz force detuning simulation results in ANSYS, where the resultant frequency shift of
the Mark-I cavity is determined up to 0.5 MV deflecting voltage with the cavity supported at a single end.

Additional processing of the cavities may also be performed at ATLAS using the ILC clean room and
chemistry facilities.

R&D: Additional R&D work includes (1) Design a compact cavity string with bellows, (2) continue
enhancement of LOM/HOM damping, (3) design, prototype, and testing of various damper concepts
to produce reliable high-power dampers, (4) evaluate and test the input coupler and rf windows at
high power, (5) evaluate the performance of Mark-II cavity with on-cell damping, and (6) perform
mechanical analysis of cavity string.

3.5.6.3 Cryomodule and Mechanical Design [1.03.03.05 / 1.03.03.07]

A total of two cryomodules will be utilized for the SPX project. One will be located in Sector
5 to produce a 2-MV beam chirp while the other, located in Sector 7, will reverse the chirp to return
the beam to its nominal orbit. Each cryomodule will contain four cavities at 2K operating at 2815 MHz
to produce a 0.5-MV deflecting voltage in each cavity. The cryomodule will be required to support
a beam current up to 200 mA and, as a result, it must incorporate features to support heavy parasitic
mode damping. It will accommodate high cryogenic loads from dynamic losses, as well as from static
losses due to numerous waveguide penetrations from the dampers and power couplers. Alignment
tolerances are also critical to maintain LLRF tolerances. Parameters for the engineering design of the
cryomodule are shown in Table [3.5-9]

The heat load to 2.0K for each of the waveguide penetrations has been estimated to be
approximately 0.5 W based on an average loading of the HOM and LOM waveguides and input coupler
where dynamic losses have been roughly estimated [3.5-54]. The maximum transmission power through
the input coupler will be less than 10 kW, while the LOM and HOM dampers may see a cumulative
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Table 3.5-9. Selected SPX Cryomodule Design Parameters

Quantity Value
Cavity Frequency 2.815 GHz
Operating Mode ™,
Cavity Iris Radius 25 mm
Cavity Active Gap 53.24 mm
Number of Cells per Cavity 1
Unloaded Q > 107
Deflecting Voltage per Cavity 0.5 MV
Coupler Type Waveguide
External Q 2 x 106
Number of HOM+FPC/LOM Waveguide Coupler 4
Cryogenic Temperature 20K

2K Heat Load due to Waveguide/Tuners per Cavity 24 W

2K Dynamic Heat Load Due to Wall Losses per Cavity @Q,, = 10° 7.0 W
2.0K Static Heat Load Due to Miscellaneous Losses per Cryo 20W
Total 2.0K Heat Load @Q,, = 10? 9 W
Slow Tuner Range + 200 KHz
Number of Cavities per Cryomodule 4 (8)

Total Number of Cryomodules 2

Cavity Offset Alignment Tolerance 0.1 mm

load up to 2.5 kW. Additional 2.0K thermal loads of 0.4 W due to the static heat leak of the slow tuner
and 2.0 W due to the helium distribution, cryomodule supports, and external beam pipe transitions

have been included for a total 2K static heat load of 23 W for two cryomodules. A 1-D model of

a waveguide thermal transition from the cryomodule to the warm environment is shown in Figure
[3.5-41] A total thermal loss at 2.0 K of 0.26 W was calculated, where 0.21 W loss is attributed to static
losses [3.5-53] and where a 15-inch thermal transition and 50 K heat station were assumed. Based on
preliminary measurements of prototype deflecting cavities at JLAB, an unloaded quality factor of 10°
has been assumed for dynamic losses in the cavity per section [3.5.6.2] This corresponds to a dynamic
heat load of 7.0 W. As a result, eight cavities situated in two cryomodules produce a cumulative static
and dynamic 2.0K heat load of 79 W.

A string of four deflecting cavities will be connected by bellows and supported and aligned
using assembly techniques that routinely achieve 500-um alignment accuracy at JLAB. A cylindrical
cryomodule geometry has been chosen for the deflecting cavities due to the availability of proven
designs for elliptical cavities [3.5-55-3.5-57] and for the anticipated mechanical advantages in achieving
tight alignment tolerances due to the symmetric radial forces during cooldown. The overall diameter of
a typical cryomodule at JLAB is 1.0 m and supports a cold mass with transverse dimensions that are
comparable with the SPX TM, , squashed-cell deflecting cavity.

An R&D effort is being undertaken at JLAB to achieve an alignment of the electrical center of
the cavities with the beam axis with a goal of 100 um when installed and adjusted in the cryomodule.
The alignment mechanism will consist of actuators to adjust the vertical offset of each cavity. The final
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Figure 3.5-41. 1-D thermal model of waveguide transition from 2K to room temperature

alignment will necessarily be beam-based where techniques such as those used by BNL and SLAC
will be utilized. The cavity will be adjusted using the TM,,, dipole mode excitation in the cavity until
the signal is nulled, such as during alignment of dipole-mode BPMs. Wire position monitors will be
utilized to monitor the alignment during and after cool down. Bellows are required between cavities
for individual cavity alignment. Low-impedance bellows, either superconducting or copper, are being
evaluated to determine their thermal loading due to beam interaction and the resultant impact on the
bellows and the cryogenic environment. Concurrently, KEK-shielded bellows [3.5-58], shown in Figure
[3.5-42] are also being evaluated to determine their scalability and suitability for clean-room processing
and proximity to a superconducting environment during operation.

A view of the cavity string mounted within a conceptual cryomodule is shown in Figure [3.5-43]
Each cavity requires four waveguide penetrations with thermal transitions from the cold mass to room
temperature with a flexible waveguide assembly to compensate for thermal contraction.
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Figure 3.5-42. KEK shielded bellows.

Figure 3.5-43. Deflecting cavity string mounted within a conceptual cryomodule.
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The helium vessel shown in Figure [3.5-44] was designed to be compatible with both the Mark-I
and Mark-II cavity designs, to optimize the liquid helium volume for stability, and to meet pressure
safety standards. A titanium vessel was chosen to minimize effects due to differences in the coefficient

Figure 3.5-44. Mark-1I cavity with a generic flat-head helium vessel.

of thermal expansion between the Nb cavity and a stainless steel (SS) helium vessel and to eliminate
complicated Nb-to-SS transitions between the helium vessel and the damper waveguides.

The slow tuner will be designed to have at least a + 200kHz tuning range. A scissor jack
tuner, based on JLAB’s 12-GeV upgrade tuner, has been selected as the preferred tuner. A scaled model
adapted to the SPX cavities is shown in Figure [3.5-43] where the tuner is modified to accommodate
the SPX damping waveguide. The tuner utilizes a warm motor to simplify maintenance and improve
reliability. It is side mounted and requires beamline space only for its end plates. The tuner design
and adaptation to SPX will benefit from JLAB’s operational experience and has demonstrated reliable
performance.

The SPX cavities have been shown to have significant frequency sensitivity to cavity
deformation. Figure [3.5-46] shows the resultant deformation of the Mark-II cavity due to a 300-kHz
frequency shift produced by an 800-N longitudinal force.
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Figure 3.5-45. Scissor tuner adapted to the SPX cavity string.

Figure 3.5-46. Displacement of Mark-1I cavity to produce a 300 kHz frequency shift
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The frequency sensitivity of the cavity has been shown to be approximately 5 Hz/nm. Scaled
directly from the JLAB 12 GeV for the SPX cavity, the scissor-jack tuner is estimated to have a
frequency resolution of 400 Hz based on the standard step-size of the scissor-jack tuner. Straight-
forward improvements are being made to the stepper motor and lead screw for an anticipated improved
resolution of 40 Hz. Additional modifications, including microstepping, may be implemented to
improve the resolution further.

The DESY blade tuner is an alternate design that is being considered due to its successful
implementation on numerous superconducting cavities, such as at INFN Milano, Fermilab, and on
two-cell cavities for the Cornell ERL injector [3.5-57]. Figure [3.5-47] shows a design of the blade
tuner by INFN Milano [3.5-59], which requires no beamline space. The center ring is rotated by a cold
stepper motor, and the action of the flexural joints translates the motion into a distributed longitudinal
force.

Figure 3.5-47. INFN Milano blade tuner based on DESY design.

R&D: Additional R&D work includes: (1) High-power testing will be performed on the power
coupler waveguide, primarily to evaluate multipacting and arcing. The input coupler rf windows will
be tested up to 5 kW and should have sufficient bandwidth for possible HOM transmission. (2) The
scissor-tuner design will be further investigated to determine its resolution and performance on an SPX
cavity. (3) Water cooling of the dampers in the insulating vacuum will be investigated to determine
construction and assembly details, as well as issues regarding vibrations and microphonics. (4) The
internal cryomodule features will be definitively sized and located including the helium distribution
system, vacuum vessel, magnetic and thermal shielding, cavity string, waveguides, cryomodule supports,
and alignment components. The cryomodule design and assembly sequence must be compatible

with the requirement for clean-cavity rf surfaces. This includes a suitable concept for mounting the
cryomodule in the beam line without contaminating the clean-string assembly. (5) A measurement of
the ground vibration in situ will need to be done in order to determine the driven frequencies in the
APS tunnel. Numerical analysis of mechanical modes in the cavity string will be undertaken to ensure
there are no issues. (6) Flanges in the cavity string in close proximity to the cavity will be analyzed
for losses and compatibility. (7) Evaluation of shielded and low-impedance bellows will be performed
to determine beam impedance, bellows durability, and the effect on the cryogenic system. (8) Further
simulations of the thermal transitions in the cryomodule will be performed including the waveguide
penetrations, beam-pipe transitions, and incidental thermal loads between the cavities in the cavity
string.
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3.5.6.4 Cryogenics [U1.03.03.06]

The SPX cryogenic refrigeration and distribution system provides cooling to the deflecting
cavities sufficient to maintain a stable operating temperature under all operating conditions. The
system provides saturated liquid helium at 2.0 K via a low-heat-leak distribution system and must
accommodate the static heat loads presented by the cryomodules and distribution system, as well as the
dynamic load imposed by cavity operation. Figure [3.5-48] shows a block diagram of the system.

HELIUM |g »| HELIUM GAS
PURIFIER STORAGE
MAIN
«—>»| COMPRESSOR [¢—»
l F §
MAIN
LN2 STORAGE COLDBOX LHE STORAGE
L <
y ¥
! SUB ATM COLDBOX
F 3
46K SUPPLY 4 |
| v |1 |
| |
| | | | [ 11 LP RETURN
F Y | F ¥
| |‘3HIELD RETURN
&
¥YY Yy
CRYOMODULE CRYOMODULE

Figure 3.5-48. Cryogenic system block diagram.

The refrigerator provides helium at 300 kPa, 4.6K to the distribution system. Within each
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cryomodule the helium is cooled to 2.2K by heat exchange with the 2.0K saturated vapor return stream.
The 2.2-K, 300-kPa supply is throttled to 2.0K, 3.13 kPa and supplied to the rf cavities. The vapor
space above the cavity bath is maintained at 3.13 kPa (the saturation pressure for LHe at 2.0K) by

a hybrid gas pumping system consisting of one or two stages of cold compression and one stage of
vacuum screw compression. The cold compressor(s) generate a pressure ratio of about 4, providing a
suction pressure of 13 kPa for the vacuum screw compressor bank. Figure [3.5-49] shows a simplified
flow schematic of the refrigeration system. The cryoplant also supplies refrigeration at 4.5K and 80K
for thermal intercept and thermal shield cooling within the cryomodules and distribution system.

/\%
/\%
HX1
| IN2
T
HX2
T2 M 3
HX3
DIST
SYS
HX4
> JTHX
071
JT2
4.5K CRYOMODULE 80K
YR 1100 ) B [ SHIELD
Y

Figure 3.5-49. A simplified flow schematic of the refrigeration system.
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Table [3.5-10] provides estimates for the major cryogenic system load parameters.

Table 3.5-10. Nominal Load Parameters

Quantity Value
Refrigeration at 2.0K (static+dynamic) 79 W
Refrigeration at 4.5K (static) 500 W

Thermal shield cooling at 80-90 K (static) 4 kW (LLN2)

Dynamic heat load estimates vary greatly depending on achieved performance. The plant should
be designed with a substantial margin in 2.0K capacity and also posses a reasonable upgrade path
sufficient to handle unforeseen dynamic and/or static loads, as well as future expansion of the SPX
system.

There are many elements that inform the design of a cryogenic system for SRF cavities. These
include:

e Pressure-Stability Criteria: The 2.0K LHe superfluid bathing the SRF cavities must maintain
a stable pressure of 23.5 Torr (3.13 kPa) to keep the cavities on frequency. Considering the
performance of typical slow tuners, a pressure stability of + 0.5 Torr is adequate and readily
achievable with existing cryoplant technology.

e Vibration Effects on Cavities: Vibrations from the cryoplant (particularly the warm compressor
systems) cannot exceed the LLRF specifications. This likely means isolating the compressor
skids from the facility through a combination of remote location, isolated concrete pads, and/or
isolation mounts.

o Off-Design Operation: The plant must operate efficiently not only at design load but also at
reduced load. A thorough understanding of the cavity-operating profile, including time spent at
reduced or zero gradient, is necessary to properly specify the off-design operating requirements.

e System Margin: Some amount of overcapacity will be designed into the system to mitigate the
risks associated with uncertain cavity dynamic heat load and the possibility that the completed
plant underperforms. The latter can also be mitigated with an incentive-based procurement
contract tied to actual measured capacity during commissioning.

e Upgradeability: If the gradients are increased or the cavity performance is well below
specification, the cryogenic load may increase beyond that provided by the system margin. In this
case, a low-cost, efficient-capacity upgrade will be required. Provision for such an upgrade should
be part of the original system design.

o Safety (Pressure, Cryogenics, Oxygen Deficiency Hazard, System Venting, etc.): Safety
analyses are a fundamental aspect of cryoplant design. Vendors will be held to applicable
codes and standards with regard to pressure system safety. Oxygen-deficiency hazard (ODH)
analyses will be conducted for all cryoplant enclosures, as well as the regions of the APS tunnel
containing cryomodules and distribution-system components.
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System Reliability: The cryoplant availability must meet overall APS beam-to-user requirements.
This may be achieved via on-line spares, modular design, and system margin. A robust control
system is an integral part of this aspect of performance. Any control/monitoring systems supplied
by the cryoplant vendor must integrate effectively with the APS control system.

Wall-Plug Power Requirements: Modern hybrid 2.0K cryogenic systems have a load ratio (LR)
of about 2.7, where the LR is the ratio of equivalent capacity at 4.5K to actual capacity at 2.0K.
It is useful for comparison purposes to normalize the capacity of a cryogenic system containing
multiple heat loads at a variety of temperatures to a single refrigeration capacity at 4.5K. In turn,
wall-plug-power requirements for modern systems in this size range are typically 240-W-per-watt
of refrigeration at 4.5K, plus additional overhead and losses. For the expected capacity range

of 160-320 W at 2.0K plus additional shield and static loads, this translates to an estimated
wall-plug-power requirement of 0.3-0.5 MW, not including overhead and losses.

Similar Systems: The ELBE facility at TU-Rossendorf shown in Figures [3.53-530] and [3.3-51]
operates a cryogenic system capable of 220 W at 1.8K,upgradeable to 380 W with additional
compressors and LN2 precooling. Note that the LR for 1.8K refrigeration is more like 3.6
compared to 2.7 for 2.0K. As an example of another similar system, Fermilab has recently
purchased a new cryoplant with a design capacity of 500 W at 2.0K, plus shield loads. Both
these systems are based on the hybrid concept, which uses both cold compression and warm
screw compressors operating in vacuum to generate the subatmospheric pressure required to
produce saturated vapor at 2.0K or 1.8K.

Figure 3.5-50. ELBE 200-W/1.8K cryoplant at FZ-Rossendorf.

Delivery Schedule: Delivery of a cryoplant in this size range is expected to be about 30 months
from order to commissioning and final acceptance. The procurement may include on-site start-up,
commissioning, and training as part of the deliverables. The plant will be capable of operation
using the vendor-supplied control system (independent of the accelerator control system).
Acceptance tests are typically performed by making refrigeration into a storage Dewar and
measuring capacity via an electric heater.
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Figure 3.5-51. Plan view of ELBE cryoplant hall — 17 m X 10 m.

3.5.6.5 Low-Level rf [U1.03.03.02]

The primary responsibility of the low-level rf (LLRF) system is to regulate the amplitude
and phase of the cavity fields. It must also interface to the machine protection system and the control
system’s input/output controllers and real-time data processing (section [3.5.7). The beam-based
feedback strategy presented in section [3.5.5] requires the LLRF system design to be closely coordinated
with beam physics, the rf system, beam diagnostics, and controls in order to meet the SPX tolerances
(section [3.5.3.4). The differential phase error tolerance of 0.18° rms will be a challenge even with
beam-based feedback. Additionally, deflecting cavities present beam-loading effects not present in
conventional accelerating cavities. These issues are discussed and a conceptual rf control architecture is
presented to address them.

Beam-Loading Considerations The equivalent circuit [3.5-60] used to represent a single deflecting
cavity with multibunch beam loading is shown in Figure [3.5-52] The corresponding phasor diagram is
shown in Figure [3.5-53| with the beam-loading phasor, /5, expressed as:

! |
; 1 ¢L V!
! ! V(: transverse voltage
! I

R | ! |- generator current

le —_ 1 le : load angl !

B ! R L C | $,: generator load angle G
| 1 IB: beam image current
L ,,,,,,,,,,,,,,,,,,,,,,,, i ¢S: synchronous phase angle

anv ¢e: beam phase term due to tilt

’(’Uao't)z

- 2 — s
lg=2l,-e 2 Ko[y+jl9 @,CO, ]-e 16+42)

yz%%

IT: total cavity current

¢z: cavity detuning angle

Figure 3.5-52. Single deflecting cavity equivalent Figure 3.5-53. Cavity phasor diagram.
circuit.
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Ig =21, 6—%(%@)2%0 [y + ijzwocaf] e I(mtds) (3.5-40)

where I is the storage ring dc beam current, w, is the rf operating frequency, o; is the rms bunch
length, &, is the wave number, y is the beam vertical offset, 0,, is the beam tilt in the yz plane, c is
the speed of light, ¢ is the beam synchronous phase angle, and j = /—1. The steady-state forward
generator power, Pg‘|r , required to produce a given transverse voltage magnitude, |V;|, can be expressed
as

~ 2
Vi|? Pg \?2 (Aw + dwp)  |Vil|IB] sin¢p
pra Vi 1 20, m 3.5-41

e ~ SAR/Q) Qs <5 * +Pm> e T 5, 34D

where Pg = —%|V}| ]f B| cos ¢p is the power delivered to the beam with ¢ the phase angle of

A 2

Ig, Py = %% is the power dissipated in the cavity walls, (R/Q)’ is the circuit definition,
Aw = w, — w, represents controllable static detuning, w; is the cavity resonant frequency, dw,
represents uncontrollable microphonics detuning, and 8 = (Q,/Qex: is the input coupling coefficient

with unloaded cavity quality factor (), and external quality factor Q.

The required generator power as a function of Qe for a single SPX deflecting cavity operating
at |[V4| = 0.5 MV with (R/Q)’ = 17.8 Q, Q, = 10°, with nominal ¢ = 0, Iz. = 200 mA, o} = 41 ps,
zero static and microphonic detuning, and zero beam tilt is shown in Figures [3.5-54] and [3.5-55] Figure
represents the required power for the first group of deflecting cavities with positive V; and
positive y, as well as the required power for the second group of “undeflecting” cavities with negative
V; and negative y. On the other hand, Figure |3.5-55| represents the required power for the first group
of deflecting cavities with positive V; and negative y, as well as for the “undeflecting” cavities with
negative V; and positive y.

The required power when including 200 Hz peak microphonics and 2 deg of beam tilt is shown
in Figures [3.5-56] and [3.5-57} While the level of cavity microphonics that the cavity will experience is
unclear at this point, an estimate of 200-Hz peak is reasonable. The largest nominal beam tilt in the
last cavity of the first sector and the first cavity of the second sector is expected to be 0.23 deg for a
4-cavity-per-sector system with 2-MV total deflecting voltage.

Disturbances to the SPX rf systems will mainly include cavity microphonics, master oscillator
noise, phase reference distribution noise, LLRF transceiver noise, high-level rf (HLRF) system klystron
noise, and beam-loading variations. Dynamic beam-loading variations in the SPX deflecting cavities
will mainly arise from variations in @] due to beam offset, beam tilt, and beam arrival time. Beam
arrival time errors from main storage ring rf system noise in combination with beam offset through
an SPX cavity can lead to differential phase noise between SPX cavities [3.5-61]. Small-signal noise
propagation models for the rf system, such as that developed in ref. [3.5-61] can be used to analyze,
develop, and track a system noise budget.

The final design Qex¢ Will be a compromise of the following considerations: beam offset
precision, expected worst-case uncontrollable beam offset for cavity protection considerations, required
generator power, cavity-to-cavity electrical alignment errors, expected level of microphonics, system
noise bandwidth considerations, and the coupling of storage ring main rf noise through the beam-to-
SPX noise. For example, choosing a lower Qex¢ Will make the system less susceptible to low-frequency
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Vi X y > 0 with microphonics & beam tilt.

microphonics and beam loading variations but increases the system bandwidth and hence reduces
the amount of LLRF feedback that can be applied for other noise reduction due to system stability

10

concerns. A lower Qex also reduces the cavity voltage that can be attained from a large uncontrollable

beam offset, thereby relaxing beam vertical offset trip limits for machine protection concerns (section
[3.5.8). These system-level tradeoff considerations will be studied during R&D and addressed in the

engineering design phase.
Since the beam loading is dependent on both beam offset and beam tilt in deflecting cavities,
two cavities within the same sector can see beam loading of opposite polarity simply due to cavity

alignment errors causing the beam to appear above or below the cavity electrical center. Beam offset

in combination with beam tilt and beam arrival time potentially allows for beam loading in all 4
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quadrants of the phasor diagram. Taken together with possible dynamic disturbances to the rf systems,
the preferred rf system architecture is to provide the capability for independent LLRF cavity control via
a one rf power amplifier per cavity configuration (section [3.5.6.6)) in order to be able to compensate for
the inevitable differences between individual cavities.

Conceptual Rf Control Block Diagram: A conceptual rf control block diagram is depicted in Figure
The LLRF system includes everything in blue and orange. The master oscillator, timing, and
synchronization shown in purple are considered part of the timing and synchronization system (section
[3.5.77). The LLRF system is envisioned to consist of the following main components:

e LLRF Controller Assembly

The LLRF controller assembly is envisioned to be a field-programmable gate array
(FPGA)-based controller with analog-to-digital converter (ADC) sampling of the rf signals at an
intermediate frequency (IF) via an analog down-converter. The controller will output individual
klystron rf drive signals to each cavity via an up-converted IF output from a digital-to-analog
converter (DAC). The details of the engineering packaging and hardware platform will be
developed during the R&D and engineering phases as the detailed system specifications and
interface requirements between systems becomes clearer.

The LLRF controller assembly will need to provide the following functionality:

— Individual cavity amplitude, phase, and tuning control

— Control of intrasector cavity sub-groups to support compensation of betatron phase advance

errors (section [3.5.3.4)

— Control of cavity sectors to support the beam-based feedback strategy (section [3.5.5)

— Klystron drive and output signal monitoring, as well as klystron amplitude and phase control
if klystron noise performance warrants the use of feedback around the klystron.

— Drift compensation of the LLRF cabling and receivers at the individual cavity level is
expected to be needed to control cavity-to-cavity phase errors within an SPX sector as
discussed below in the drift compensation hardware item.

— Interfacing to the controls input/output controllers and the real-time data processing
environment (section [3.5.7) for system operations and integration with beam diagnostics for
beam-based calibrations and feedback.

— The LLRF controller must also interface to the machine protection system (section [3.5.8) to
allow removal of LLRF drive signals and to provide cavity quench protection.

e LLRF Phase Reference Distribution

While beam-based feedback (section [3.5.5)) is expected to alleviate the need for a LLRF
phase reference distribution with ultra-stable long-term stability, the conceptual design includes
provisions for both a fiber-based phase reference and a coax-based phase reference. The fiber-
based reference has superior long-term stability, while a coax-based reference has superior
short-term stability. The fiber-based reference (1) is required to synchronize the user laser to the
SPX cavities in Sector 5 (section and (2) relaxes the control effort of the beam-based
feedback system. The coax reference ensures lowest possible short-term phase noise. The
performance of the two types of references will be studied during the R&D phase.
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e Drift-Compensation Hardware (“Sync Head”)

While beam-based feedback is expected to alleviate the need for long-term stability and drift
compensation between cavity sectors, phase errors between individual cavities within the same
sector may lead to orbit distortions. Thus, drift compensation at the individual cavity level is
expected to be needed to compensate for drifts of both the LLRF cables leading from the cavity
field probes to the LLRF receiver and the LLRF receiver itself. These drifts can be compensated
for by using a calibration tone scheme developed at LBNL for CW applications [3.5-62].

The scheme relies upon continuously injecting an ideally equal-phased calibration tone, that is
offset in frequency, to each cavity field pickup probe, as well as to the phase reference signal that
each cavity is compared to, as depicted in Figure [3.5-59] To ensure an equal phase calibration
tone to all field probes, the tone is added to the field-probe signals within a temperature-stabilized
chassis referred to as the “sync head.” Temperature stabilization is required since the calibration
tone scheme cannot compensate for drifts of any components shown in blue or orange. In order
to capture as much of the cabling leading off of the cavity field probes, this should be done as
close as possible to the cavity pickup probes. Thus, it is envisioned that one “sync head” will be
mounted on each cryostat.

Calibration Phase
Tone Ref

Cav Field Probe 1 (O
Cav Field Probe 2 (0
Cav Field Probe 3 (1)

Cav Field Probe 4 (O

LLRF Receiver

Figure 3.5-59. Concept of calibration tone injection.

e Tuner Driver Electronics

The slow tuner driver electronics are considered to be part of the LLRF system, thus the
driver electronics will need to be compatible with whatever motors are chosen for the cavity slow
tuner. The motors and tuners themselves are considered part of the cavity/cryostat system (section

B.5.6.3).

LLRF R&D The biggest question for LLRF control that needs to be addressed through an R&D
program is whether the SPX amplitude and phase-stability requirements can be met, especially the
differential phase-noise tolerance of 0.18° rms. While beam-based feedback is expected to alleviate
long-term stability requirements from the rf system, the LLRF will be on its own above the bandwidth
of the orbit feedback system. Furthermore, the amount of rf system noise and drift that orbit feedback
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will be expected to suppress needs to be explored. A LLRF R&D plan to address these concerns
consists of the following:

e Evaluating rf control and phase stabilization needs for SPX through close coordination with beam
physics, the HLRF and cavity systems, beam diagnostics, and controls. The Rf system noise
propagation will continue to be explored through the small signal noise model [3.5-61], which
can be used to develop system noise budgets.

e A prototype LLRF system for the deflecting cavities will be developed to verify that the rf system
can meet the required amplitude and phase stability.

To begin development of a prototype LLRF system a collaboration with Lawrence Berkeley National
Lab’s (LBNL) Beam Technology Group (BTG) is planned. The LBNL’s BTG has been a leader not
only in LLRF measurement and control but also in femtosecond-stabilized timing and synchronization.
They have extensively developed the LLRF drift-compensation scheme for continuous wave (CW)
applications as part of their timing system that is planned for SPX timing and synchronization needs
The proposed collaboration is really a two-fold strategy to give the SPX project access to
LBNL’s expertise and technology in both (a) synchronizing systems to the 10s of femtosecond level,
and (b) digital LLRF measurement and control of rf cavities with CW drift compensation capability.

To begin independent LLRF bench-top development, two high-Q cavity emulator circuits,
as depicted in Figure will be built. By mixing the rf input down to the center frequency of
a narrow-bandwidth crystal bandpass filter, the effective Q of the circuit is given by the ratio of the
rf frequency to the crystal bandwidth. By controlling the frequency of the local oscillator used for
downconversion, Lorentz force detuning and microphonics can be simulated on the bench.

Cavity Emulator

RE 2815MHz 2815MHz

in _ Crystal
» BPF |—» - BPF

RF

out
> e BPF |-o .
7 >

\/

tune

Figure 3.5-60. High-Q cavity emulator concept for LLRF development.

Prototype LLRF controllers will be developed to control the cavity emulators in order to
perform benchtop characterization of common-mode and differential-mode amplitude and phase
stability between the two emulated cavities, as depicted in Figure [3.5-61] This will allow benchtop
development of the LLRF controllers, algorithms, and noise-measurement methods independent of
any cavity-development schedule. The initial prototype controllers will be based upon LBNL’s LLRF4
boards, which are one of the few LLRF controllers that have actually been characterized in terms of
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true residual phase-noise measurements. These measurements have initially been estimated to show
promise for SPX tolerance considerations. [3.5-40].
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Figure 3.5-61. LLRF Benchtop Test Concept.

Following initial benchtop development, a LLRF prototype control system will then be
integrated into a single, dressed-cavity test stand once a fully dressed cavity with tuner becomes
available. Next, LLRF control will be tested and evaluated with the two-cavity cryostat that will
become available at the rf test stand (section [3.5.5.1)). Ultimately, the LLRF control system will be
tested under beam-loading conditions as part of the storage ring two-cavity cryostat test (section

3.5.5.1).

3.5.6.6 High-Power RF System [U1.03.03.01]

This section describes the technical requirements and conceptual design of the high-level
portion of the SPX deflecting-cavity rf system. The HLRF system encompasses all rf drive-line
components and support hardware between the output of the low-level rf control system and the rf input
flange of the deflecting cavity cryostat.
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HLRF System Specifications The SPX HLRF system is required to produce rf power at a nominal
frequency of 2815.44 MHz at the input of the cavity flange sufficient to generate a nominal value of
500-kV-per-cavity deflecting field. It must also provide adequate dynamic range for low-level rf control
and adequate power overhead to compensate for waveguide transmission losses, beam loading caused
by relative errors in cavity electrical center, and beam-position offsets up to a storage ring current of
200 mA. It is assumed that a maximum cavity detuning of 200 Hz will be required to control cavity
microphonic effects, and that the nominal operating point for the rf power amplifier and associated
high-voltage power supply will be approximately 80% rated power output during normal short-pulse
x-ray operation in order to preserve rf system reliability and lifetime.

Since the rf cavities will be over-coupled, the rf power systems will be required to operate
at full rated power into a mismatched load at infinite voltage standing-wave ratio (VSWR) without
damage. Due to the rf frequency and power output requirement, conventional klystrons are utilized as rf
power-amplifier devices.

HLRF System Topology: Two basic topologies for the HLRF system are proposed. The reference
design is shown in Figure [3.5-62]

- ~
/. N
// To Cavny\\

690"0‘ ®

\
\\ 10kW
\ Klystron /
AN 7/

~ ~

Legend

10kW RF System

Master

Clock — Circulator

Cavity

Figure 3.5-62. Reference rf system distribution.

The system consists of four 10-kW HLRF systems per sector, each driving a single rf cavity to
produce a total of 2-MV deflecting voltage per sector. This configuration provides the most flexible rf
voltage and phase control at the single-cavity level. High-voltage dc power for the klystron rf amplifiers
in each sector is provided by a common 13-kV, 200-kW power supply in order to make the power-
supply noise contribution between the separate rf systems correlative. The power supply is capable of
supplying sufficient dc power for eight klystrons per sector, and will be loaded at approximately 50%
capacity for the 2 MV/sector case. High-voltage dc power is distributed to each rf amplifier klystron
through a series-limiting resistor to limit fault current and a removable jumper to provide high-voltage
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isolation and lockout-tagout of individual klystrons for maintenance. The alternate design, shown in
Figure [3.5-63] utilizes a single 20-kW klystron to supply rf power to two cavities and a “magic T”
hybrid junction to provide a -3-dB power split of the klystron output to each cavity. Two of these
20-kW/2-cavity rf systems will be used in each sector to generate the required 2-MV deflecting voltage.
This design reduces the required number of klystron and circulators to achieve a modest cost savings.
In order to achieve individual amplitude and phase control of cavity rf power, a high-level waveguide
I/Q modulator is used in the waveguide run to each cavity. As in the reference design, high-voltage dc
power for the klystrons is produced by a common 20-kV, 200-kW high-voltage power supply in order
to correlate the high-voltage power-supply noise contribution between the four rf systems.

Legend
o
; f f /r/ys”ons A 10kW RF System
g?:::ekr ’ — Circulator
B Magic-T
Cavity

480VAC

Figure 3.5-63. Alternate rf system distribution.

Waveguide Transmission System: The waveguide transmission system utilizes a standard WR284
aluminum waveguide with a nominal wall thickness of 0.080 inches and air-tight flanges. A typical
value for losses in a straight waveguide of this type at S-band frequencies is estimated at approximately
1 dB per 100 feet. Details of the waveguide system are shown in Figures [3.5-64] and [3.5-63|

The waveguide system and circulator will be gas tight and pressurized to approximately 3 psi
with dry nitrogen supplied by a standard gas bottle. A pressure regulator and dryer will be used to
maintain waveguide nitrogen pressure and humidity. Waveguide system features common to both the
reference and alternate topologies include the use of a three-port waveguide switch, klystron harmonic
filter, two independent waveguide shutters, output circulator, phase shifter, and directional couplers
immediately after the klystron output and immediately before the cavity input flange. The three-port
switch is utilized for rapid connection to full-power test load in order to implement klystron testing
and maintenance without disassembling waveguide components. The two waveguide shutters are used
as personnel safety devices to provide absolute rf isolation between the klystron rf output port and the
remainder of the waveguide system in order to allow maintenance of the klystron amplifiers during
periods of storage ring operation. The circulator and associated rf loads are required to protect the
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Figure 3.5-64. Reference rf waveguide system layout.

klystron from two expected sources of reverse power: reflected incident power due to over-coupling of
the cavity for beam-loading compensation, and rf power generated by the cavity when beam-position
errors result in stored beam coupling energy into the cavity.

The total accumulated transmission loss in the waveguide system is calculated from nominal
values for losses expected from individual waveguide components, the conceptual waveguide system
design, and actual loss measurements taken on a WR284 aluminum waveguide test line at 2.815
GHz. Table [3.5-T1] shows estimated component losses. Assuming a total length of 51 feet between
the klystron and cavity input flange, the total expected waveguide loss is 0.89 dB, which represents a
transmission loss of 18.6% over the path. In the reference design a 10-kW klystron operating a full-
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Figure 3.5-65. Alternate rf waveguide system layout.
rated power output would deliver approximately 8.1 kW to the cavity flange under matched conditions.

The alternative design, shown in Figure utilizes four additional waveguide components
to optimize power and load balance between the two cavities. A magic T hybrid junction is used to
split the klystron power evenly between the two cavities. A fast I/Q modulator is used in each cavity
feedline as a phase shifter and rf attenuator to compensate for static phase and power imbalances
between the two cavities. A three-post tuner is used in each cavity feedline to provide adjustment
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Table 3.5-11. Estimated Waveguide Component Losses.

Flex section 0.02 dB
Direction coupler 0.02 dB
Waveguide switch 0.01 dB
Waveguide shutter 0.01 dB
Harmonic filter 0.20 dB
Circulator 0.15dB
Straight aluminum waveguide 1.00 dB /100 ft
Fast 1Q modulator 0.15dB
"Magic T" hybrid junction 0.1dB
Waveguide tuner 0.05 dB

range for cavity coupling. The addition of these extra components in the alternative design increases
the transmission path loss to each cavity by approximately 0.375 dB, resulting in an additional 8.2%
transmission loss to each cavity flange. Factoring in these additional losses, a 20-kW klystron operating
at rated power will deliver a maximum of 7.47 kW to each cavity flange under matched conditions.

Klystrons: The reference and alternate designs utilize a conventional klystron capable of 10-kW CW
and 20-kW CW output power, respectively. Both klystrons will utilize diode electron guns, waveguide
rf output flanges for superior cooling of the output window, and collector designs capable of dissipating
full beam power under conditions of zero rf drive. The nominal specifications for the klystrons are
shown in Table [3.5-12] and are comparable with that of similar commercially proven CW klystrons
designed for CW operation at 2.450 GHz.

Table 3.5-12. Nominal Klystron Specifications.

Parameter Value  Units
Operating frequency 281544 MHz
Continuous output power 1020 kW
Saturated power output 12/24 kW
Maximum load VSWR for rated power <1.4:1
Minimum operating efficiency 50 %
Minimum rf gain 40 dB
Rf bandwidth (-1 dB) 5 MHz
Rf output termination CPRF284 flange
Water inlet temperature 32.2 °C

Both klystrons will be designed to operate with dc cathode heater power in order to minimize
phase and amplitude noise generation at 60 Hz and related harmonics. The heater power supply will
utilize a switching regulator operating above 50 kHz and will regulate on output current. The heater
power supply will operate from 120 VAC produced by a dc isolation transformer rated for a minimum
of 60 kV. Electromagnetic focusing will be utilized, but permanent-magnet focusing will be considered
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during the design phase of the klystron procurement as a way to reduce overall system cost and
complexity. The klystron design will include sufficient shielding to reduce any emissions of ionizing
radiation to less than 0.5 mrem/hr at a distance of 1 m from any part of the klystron under all operating
conditions.

High Voltage Power Supplies: To achieve the lowest ripple and distribute residual power-supply noise
coherently between all klystrons to the best extent possible, two ultralow-ripple klystron high-voltage
power supply (HVPS) units are utilized to provide dc beam power for all klystrons. Both HVPS units
are supplied 480 VAC/3-phase primary input power from the same bus and provide single-point LOTO
capability at each sector for maintenance and troubleshooting. In the reference design shown in Figure
one 13 kV/15.4 A, 200-kW dc power supply is utilized to supply beam power to a maximum of
eight 10 kW klystrons per sector. In the alternate design shown in Figure [3.5-63] two 20 kV/10 A, 200
kW dc power supplies are utilized to supply beam power to a maximum of four 20 kW klystrons per
sector. To enhance reliability and service lifetime, both designs load the HVPS units to approximately
80% full-load power when a full complement of klystrons is utilized. Beam power is distributed to
each klystron by parallel outputs from the HVPS, with a removable jumper and current-limiting resistor
in series with each klystron amplifier to facilitate troubleshooting and limit fault current. The HVPS
units utilize paralleled switching regulators and filtering with much less than 20 J of stored energy,
thereby eliminating the need for crowbar protection for the klystrons. The paralleled regulators in each
HVPS unit are synchronized and switched in order to reduce output ripple at 13 kV and 20 kV to
approximately 0.04% and 0.025%, respectively. Feed-forward compensation is utilized to further reduce
output ripple to approximately 0.008% and 0.005%, respectively [3.5-63]. Both sector HVPS units

are driven by synchronized switching drive signals generated by a master-clock module, resulting in
minimum uncorrelated ripple between the sectors. The switching frequency is variable over a 5% range
to avoid coincidence with any natural resonance of the stored beam. The switching signals to both
sector HVPS units are disabled by an interlock input to the master clock in response to beam-dump
commands by the storage ring machine protection system (MPS) or shutdown commands from any of
the SPX rf system PSS units. Control and monitoring of the HVPS is achieved by a local PLC interface
at each sector HVPS unit. This PLC interfaces with the HVPS control system to provide local and
EPICS-based remote control and monitoring of operating parameters and process variables.

Equipment Protection Interlocks: Protection against damage to SPX rf system hardware due to fault
conditions, such as rf arcing, vacuum pressure, reduction or loss of cooling water flow, or excessive
dissipation, is provided by the equipment protection interlock system. The system consists of two
dedicated interlock subsystems, one internal to the rf amplifiers themselves and one at the cryomodule
tunnel location. Each interlock system has two main components, a PLC-based portion that provides
millisecond response time to fault conditions relating to water flow and temperature-related parameters,
and a separate rf interlock module that provides microsecond response time to fault conditions relating
to high energy and fast rise time. Upon detection of a fault condition, SPX rf power is muted either by
interrupting rf drive power to the amplifier klystrons or shutting down the klystron HVPS, or both. A
separate cavity quench detection system is employed to remove SPX and beam-generated rf power from
the deflecting cavities in response to detected quench-specific parameters.
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SPX Rf Machine Protection System: Protection of SPX rf system hardware from excessive
beam-generated rf power is required when the SPX rf equipment protection interlock systems detect

a fault condition that cannot be cleared by disabling the SPX rf systems. Under such a scenario,

fault conditions, such as cavity or circulator overpower, excessive cavity vacuum pressure, arcing in
waveguide windows, LOM dampers or circulator, excessive HOM/LOM damper dissipation, insufficient
cooling water flow, or cavity quench in SPX rf hardware will trigger a beam-dump command that will
be sent to the storage ring MPS to initiate a rapid dump of storage ring beam.

Personnel Protection Interlocks: Potential hazards to personnel from the SPX rf system hardware
include rf radiation leakage from open waveguide flanges, contact with high-voltage conductors, and
exposure to ionizing radiation generated by the klystrons. The Personnel Safety System (PSS) controls
personnel exposure to these hazards by simultaneously disabling both the LLRF drive to the klystron
and the HVPS by dedicated hardware interfaces when unsafe conditions are detected. The PSS interface
chassis is designed using simple relay logic for maximum reliability and fail-safe modes.

Gas pressure meters are used to monitor positive nitrogen pressure inside the waveguide in
order to detect leaking or open waveguide flanges. Loss of waveguide pressure below a minimum
setpoint will constitute a potential hazardous condition and will result in an open contact signal at
the PSS main chassis and immediate shutdown of the rf system by two independent and redundant
methods. Personnel exposure to high voltage and ionizing radiation is prevented by monitoring klystron
amplifier cabinet and HVPS door switches. All access doors and covers on the klystron amplifier
cabinet and HVPS must be closed and secured before the PSS system will allow system operation.

Access Control Interlock System Rf Interface and Control: Access Control Interlock System (ACIS)
control of the SPX rf systems is implemented by disabling rf output of each rf system individually.
Separate control of LLRF drive at each rf station and control of the HVPS at each sector provides
independent and redundant interruption of rf power when the storage ring ACIS system is not in
beam-permit mode. A separate rf/ACIS interface chassis is utilized at each SPX rf system to provide
contact closures to interrupt LLRF drive and HVPS output during conditions when the storage ring
tunnel is not in beam permit mode, and to provide status auxiliary contacts back to the ACIS system to
verify rf equipment status. The LLRF drive to the klystron is inhibited by interrupting 120 VAC power
to the klystron drive amplifier.

The ACIS system also monitors the position of two waveguide shutters located in the output
waveguide in order to allow maintenance and testing of the rf system into a load during periods of
storage ring authorized access. The waveguide shutters are each rated to block the flow of rf in the
waveguide in excess of the rated power of the klystron. The combination of two shutters in series is the
accepted protocol for personnel safety credit.

R&D Plan R&D effort will include designing and building two 5-kW, 2.815-GHz klystron-based
HLREF systems, complete with all associated interlock hardware, in support of the R&D in-ring test
SPX-0.
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3.5.7 Controls, Timing, and Synchronization [U1.03.03.03,
U1.03.03.04]

The entire SPX system must be thoroughly integrated with existing APS storage ring controls,
timing, and diagnostics. Since any instability in the operation of the SPX cavities will impact all APS
users, thorough instrumentation and diagnostics will be required to detect any operational abnormalities.
Although many details are yet to be determined, it is envisioned that the primary responsibilities for
SPX controls are to:

e Provide remote monitoring and control to all SPX subsystems,

e Provide precise timing and synchronization between the APS storage ring rf systems and the SPX
rf systems,

e Provide the interfaces to other APS systems to obtain necessary real-time storage ring
information,

e Provide a real-time data processing environment where control algorithms can be executed at high
speeds to ensure well integrated control with the APS storage ring, and

e Provide thorough diagnostic information and tools to assist in quick determination of performance
problems and post-mortem fault analysis.

Figure illustrates a conceptual block diagram for the SPX controls. The dark gray blocks
identify functions typically provided by the control system while the light gray blocks depict the
numerous systems and subsystems to which the control system must interface in order to carry out the
responsibilities listed above.

3.5.7.1 Input/Output Controllers

EPICS-based input/output controllers (IOCs) provide the primary interface between the SPX
subsystems and the APS control system. Considering the number of SPX subsystems, it is envisaged
that four IOCs will be required: possibly two dedicated to the rf systems and the other two satisfying
the needs of the remainder of the subsystems. It may be advantageous to have some IOCs embedded
within the subsystem equipment, which is an increasing trend in the field of controls. If so, the number
of IOCs may increase, but the cost of the embedded IOCs would be less and therefore would not
significantly impact the cost estimate.

A list of all parameters to be monitored and controlled for each subsystem will be necessary
in order to define the process variables for these parameters. The software tools and applications to
provide proper control and monitoring of each subsystem will then use these process variables.

3.5.7.2 Real-Time Data Processing

Numerous high-speed control loops will be required for proper operation of the SPX with the
APS storage ring. The control system must provide adequate computing and data-processing capacity

3—184



APS-U Conceptual Design Report Chapter 3

3.5.7 Controls, Timing, and Synchronization

Storage Ring RF |

APS Timing / RF Real-Time Orbit Feedback| L
Master Oscillator SR Machine Protection | EXisting Storage
A Event System | Ring Systems
v EPICS Machine Status Link |
10C Bunch Clock System |
A Facility Systems |
\ 4 Deflected Tilt Monitor |
Other SPX Subsystems | Residual Tilt Monitor |
Other SPX Subsystems | Optical Tilt Monitor |
Other SPX Subsystems | Beam Arrival Monitor |
S35 Residual Effects Diag|
New BPM
c EPICS ewETvs |
S I0C YYVYYYYY VYYVVYVY New SPX
N Real-time Data Diagnostic Systems
.E Processing Fast HiStOI’y
_g Buffer
S A A
> EPICS EPICS
fg loc loc
o A A A A
c
€ \4
= v LLRF [ LLRF v
HLRF A A HLRF
-—— e L ] -—— o L] -— -— -— -— -— L] -— -— -— -— -—— L] -— -—
SR Tunnel
Downstream Cryostat Upstream Cryostat

Figure 3.5-66. SPX controls and interfaces to other systems.

to perform these control functions at the necessary speed. Preliminary requirements are discussed

in section but significant details will not be known until the design phase of the project. As
these control algorithms become better defined, the specifications for the hardware required to perform
these algorithms will become increasingly clear. Conceptually, the real-time data processing platform
will be highly modular so that several types of processing technologies (FPGAs, DSP CPUs, and fast
general-purpose processors) can be accommodated, with the best technology being chosen at design
time.

3.5.7.3 Timing and Synchronization

Scope: The timing and synchronization system will provide the information and phase references
needed to drive the deflecting cavities and measure the effects on the electron beam within the SPX
region and the residual effects outside the SPX region. In addition, phase references will be provided to
the beamline lasers for synchronization to the x-ray beam pulses.
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Key Specifications: The key specifications driving the timing and synchronization system design are
listed in Table 3.5-131

Table 3.5-13. Key SPX Timing and Synchronization Specifications.

Specification name Phase error (rms) @ 2815 MHz Picoseconds (rms)
Cavity Common Phase Variation <4.0° <4.0
Phase Error Between Cavities <0.18° <0.18

These specifications, in particular the cavity uncorrelated phase specification of 180 femtosec-
onds, are very demanding and require extraordinary measures to achieve. For example, 1 meter of cable
with a temperature coefficient of 7 ppm and a velocity propagation of 67% of the speed of light will
experience a 50-fs change in delay per °C change in temperature. Figure shows the storage
ring ambient temperature variation during the last run of 2010. As can been seen from the plot, the
temperature can vary by as much as 2.8°C.

A working group for timing and synchronization was formed with representatives from low-
level rf, diagnostics, beamline, and controls for SPX. The results of that working group are presented
in Table [3:5-T4] which lists the stability specifications and the reference for devices associated with
the SPX system. Of the devices listed, the beamline lasers have the most demanding specification of
100-femtoseconds variation with respect to the upstream SPX deflecting cavity field zero crossing. This
is driven by the requirement that the lasers be synchronized to 10% of the x-ray pulse width. Details
are discussed below.
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Figure 3.5-67. Example of APS storage ring ambient temperature variation for Sectors 4, 5, and 6.

Approach: Actively-stabilized fiber optic links will be used to distribute a 2815-MHz phase reference
to each location. The active phase stabilization will correct for drifts due to environmental effects.

John Byrd’s group at LBNL has expended a great deal of effort over the years in developing a

system capable of delivering a phase reference stable to the 10s of femtosecond level. We plan to
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collaborate with the LBNL group and adopt their technology for stable phase-reference distribution.
The LBNL scheme precisely measures the optical phase delay through a fiber using a heterodyne
interferometer [3.5-64]. The heterodyne process, in which the original optical frequency is mixed with
an optical frequency offset by a 110-MHz radio frequency, results in changes in optical phase being
translated into identical phase changes in the 110-MHz rf beat note. One degree of phase change in
the 1530-nm optical domain, which corresponds to 21 attoseconds, translates to 1 degree of phase
change in the rf domain, or 25 picoseconds. This results in approximately a 6 order of magnitude
leverage over direct measurement in the rf domain. The phase changes in the 110 MHz beat note are
measured and used to correct for changes in fiber-cable delay due to environmental effects such as
temperature. Figure [3.5-68] shows a block diagram of the phase reference distribution system. The 2815
MHz reference and local oscillator reference will be generated from a 351.9 MHz reference at the SPX
sector upstream sector. A 351.9 MHz reference will be transported from the master oscillator in A014
to the SPX sector via a phase stable coax cable. The fiber-transmitter cw laser output is modulated by
the 2815 MHz from the master oscillator. The resulting amplitude-modulated optical signal is fanned
out for distribution to the LLRF systems in Sectors 5 and 7, the beamline laser hutches, and sector

35 diagnostics. Each of the optical links is an independent heterodyne interferometer transporting the
2815-MHz reference as an amplitude modulation on the optical carrier. At each receiving end, the
receiver measures changes in the optical phase and uses this measurement to correct the phase of the
received 2815-MHz signal.

To achieve the high level of phase stabilization relative to the 351.9-MHz master oscillator,
one of stabilized links will be used to transport the 2815-MHz signal back to the master oscillator. As
shown in Figure the 2815-MHz phase will be compared to the 351.9-MHz signal multiplied by
eight. The resulting error signal will be used to drive a phase shifter in the 2815-MHz reference fed to
SPX. This feedback will compensate for environmentally induced drifts in the copper cable transporting
the 351.9-MHz reference to SPX.

Master Oscillator: A master oscillator will provide a phase-stable 351.9 MHz for APS operation
and a reference for 2815 MHz generation for SPX operation. The 2815 MHz will be generated by
multiplying the 351.9 MHz by a factor of eight. The phase noise and frequency stability for the master
oscillator are to be determined.

Timing and Synchronization for LLRF and Diagnostics: As shown in Figure LBNL-type
phase-stabilized links will distribute a 2815-MHz reference to SPX LLRF and diagnostics. Each LLRF
system will have a separate phase-reference receiver. In addition, separate phase-stable receivers will
provide references to the upstream beam arrival time monitor (BAT), the x-ray tilt/BAT diagnostics, and
the diagnostic beam line in Sector 35.

Slow drifts (<100 Hz) in cavity phase will be corrected by beam-based feedback from BPMs
downstream of each cavity. This feedback will be supplied by a new higher performance real-time
feedback system that is part of the APS Upgrade project (see section [3.3.6).

The BAT located upstream of the first SPX deflecting cavity will be based on an rf phase
detector and will require an rf phase reference, local oscillator drive, and nanosecond ADC clock.
These signals will be derived from the distributed 2815-MHz reference.
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The rf residual tilt monitor requires a 352-MHz reference with a variation of less than 1
picosecond with respect to the master oscillator. The 2815-MHz phase reference will be delivered from
the receiver to the rf residual tilt-monitor electronics via a phase-stabilized coax cable. This reference
will be used to generate the 352-MHz reference.

As shown in Figure [3.5-68] a separate phase-stabilized link and receiver will be used to deliver
a 2815-MHz reference to the x-ray beam arrival time monitor/tilt monitor. A separate link is required to
achieve a required reference stability of < 250 femtoseconds.

The BPM processors are anticipated to be commercial units. These units will require the
storage ring revolution clock and 2-Hz injection trigger. These signals are already available at these
locations but need to be distributed to the BPM processors
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Figure 3.5-68. SPX phase reference distribution.

Timing and Synchronization for S35: Sector 35 requires a phase-stable reference for measurement
of residual effects on the beam from the deflecting process in the SPX zone. A 2815-MHz phase-stable
reference will be delivered to S35 via a separate phase-stabilized link. Required phase references

will be derived from the 2815-MHz reference. A method for making synchronized measurements is a
requirement. This will be accomplished by modulating the SPX cavity phase and/or amplitude with a
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low-level, low-frequency tone (~ 200 Hz). The modulation frequency is distributed to S35 and used

to synchronously detect the modulation on the electron beam using a lock-in technique. This requires
that the modulation frequency be generated and made available both at SPX and S35. Multiple tones
may be used to measure multiple residual effects simultaneously. This lock-in technique offers a greatly
enhanced measurement signal-to-noise ratio.

Timing and Synchronization for SPX BeamLine: As shown in Figure [3.5-68] each laser hutch

will receive a phase-corrected 2815-MHz reference. The required laser reference frequency will be
derived from the 2815-MHz reference. Normally the phase reference is used as an input to the laser
lock box to lock the laser to the x-ray beam pulses. However, due to the demanding synchronization
tolerances required, the lock box may not be adequate. If R&D measurements confirm that the lock
box will not be adequate, the optical cavity phase will have to be controlled directly using a picomotor
and piezodrive to achieve the required level of synchronization. In addition, a phase-correction signal
derived from the measured upstream deflecting cavity phase may be required to be transported digitally
from the measured S6 cavity phase to each laser hutch to correct laser synchronization for cavity phase
changes. This link will use standard telecom high-speed serial optical technology.

3.5.7.4 Interfaces to SPX Subsystems

Each SPX subsystem must be interfaced to an IOC for supervisory control and monitoring
of the technical equipment. Although the exact details of these interfaces will not be know until the
design phase, an exhaustive list of the subsystems is provided below to ensure that all requirements are
identified.

e Cryogenics

e Cavity/cryomodule instrumentation

e Cavity tuners

e LLRF

e Rf measurements

e Klystron and HVPS systems

e Waveguide instrumentation (pressure, cooling, etc.)
e SPX intersubsystem machine protection interlocks
e SPX facilities (DI water, barometric pressure, etc.)

e SPX timing
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3.5.7.5 Interfaces to Other APS Systems

The following list identifies the APS systems that may need to be interfaced to the SPX to
provide real-time storage ring information for proper operation:

e SR master oscillator (covered in timing)
e Storage ring rf

e Real-time orbit feedback system (or local beam position monitors)
e SR machine protection system

e Event system

e Machine status link

e Bunch clock system

e Facility systems

e Deflected tilt monitor

e Residual tilt monitor

e Optical tilt monitor

e Beam arrival monitor

e S35 residual effect diagnostics

e BPMs close to cryostats

e Relevant signals from experimental hutch (e.g., Ip monitor from Sector 7)

3.5.7.6 Control System Software

The control system software responsible for coordinating all of the subsystems listed above is
not trivial. There are numerous control loops required to ensure stable operation of the SPX deflecting
cavities with respect to the stored beam. This section provides a framework for discussing these
requirements while recognizing that detailed algorithms will be a major effort during the design phase
of the SPX. Figure [3.5-69] partitions the functions of the control system into hierarchical layers to
depict information flow and the relative time criticality of each function. High-level tools are primarily
implemented on the main control room (MCR) workstations and are not significantly time critical.
Real-time controls will be implemented in the IOC or on special-purpose hardware (FPGAs, DSPs, or
multicore processors) and will have definitive real-time constraints.
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Figure 3.5-69. Hierarchical control functions.

High-Level Tools: These tools are primarily implemented on MCR workstations. Many of the current
tools used in the MCR will be sufficient for routine operation of the SPX. Some effort is required for
proper configuration of these tools, including the generation of operator displays and alarm/data logging
configurations. Tools likely to be used include MEDM (for graphical displays), Save/Restore, Data
Loggers, Alarm Tools, and PEM (for Automation). It is likely that a special-purpose or higher-level
diagnostic tool will be required to properly convey the operation of the SPX. Possible features of this
tool include 10-Hz update of critical waveforms and statistics, replay of recent data capture in slow
motion to observe abnormal behaviors, and integrated graphics of beam diagnostics with rf plots and
timing measurements.

Real-Time Control & Diagnostics: Numerous algorithms must be performed in a real-time
environment to ensure tight control over the operation of the SPX. The list below is an attempt to
identify these control algorithms at this early stage, but significant definition must wait until the design
phase of the project:

e Deflection control (ensure proper deflection is realized and then properly removed)

e Exception response and automated sequences (e.g., start-up or fault recovery)
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e Prudent operating constraints (software interlocks)

e Statistics and preprocessing of data (e.g., mean, standard deviation, minimum, maximum, FFT)
for display and acquisition by the APS data loggers for long-term storage and analysis

e Real-time correlation of relevant signals (implies signals to be correlated are acquired by the
same system)

e Retain 1 hour of fast monitored data (and some tool to play it back)
e Fault monitor:
— Define tolerances around critical signals and raise alert when signal exceeds limits
(real-time)

— Capture recent history of vital parameters when an out-of-range tolerance event occurs
(including machine synchronous time stamp)

3.5.7.7 R&D Plan

Controls: There are several areas that will require further R&D to ensure the SPX requirements for
controls can be met. These tasks are outlined below:

e Provide controls support for the LLRF and timing R&D tasks
Several of the LLRF and timing R&D efforts will require support from controls staff.

e Evaluate platform options for the real-time processing requirements

Figure [3.5-66)| illustrates the requirement for a high-speed real-time processing subsystem. As
the requirements become better understood, several options for this subsystem will be evaluated.

e Demonstrate intersystem communication

Figure [3.5-66)| illustrates the numerous systems that must be interfaced to the SPX control
system. R&D effort will be required to evaluate the complexity of these interfaces prior to the
design phase.

o Identify additional tools/software required to meet requirements

An investigation will be made to identify any new software tools or applications that will be
required to meet the SPX performance objectives.

Timing & Synchronization: Collaboration will be initiated with LBNL with the goal of evaluating
the level of timing reference stability required to achieve the physics specifications. It is planned that at
least a two-channel phase stabilization system will be tested at the APS with the goal of supporting the
in-ring cavity tests. A major goal is the transfer of this technology to the APS to the extent of enabling
receiver production by APS personnel.

Objectives of the R&D plan include:
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Study and report SPX phase-reference stabilization requirements
Evaluate LBNL’s phase-reference-system phase noise relative to requirements
Investigate methods to reduce phase noise if required

Investigate beam-based feedback on position data to correct long term drifts

Perform preliminary testing of the LBNL 2-channel phase-stabilization system at APS

Transfer LBNL’s technology to APS in sufficient detail to reproduce their receiver/synch head

Procure/develop 2-channel phase-stabilization system to support in-ring cavity testing

May require loan of LBNL’s transmitter

Evaluate stability of beamline laser lock box

Investigate methods to improve stability if required including control of laser oscillator phase
by phase-stabilization system.

3.5.8 SPX Machine Protection

Operation of the SPX deflecting cavities introduces a number of unique machine protection
challenges. We have already discussed on page [3 — I83|the interface between the SPX equipment
protection interlocks and the storage ring machine protection system. Here, we discuss requirements for
protection of other systems against beam size and centroid-related effects.

3.5.8.1 Vertical Beam Size

Unacceptable amounts of bending magnet (BM) and insertion device (ID) synchrotron radiation
heating of vacuum components may result from the large vertical beam size within the SPX zone.
Outside the zone, incorrect phasing of the SPX cavities can result in a large vertical beam size for the
entire ring; this raises similar concerns, especially for long, high-field ID sources. It is well known that
vacuum chambers at ESRF were damaged in the commissioning phase as a result of a vertical beam
size blow up caused by a coupled-bunch instability [3.5-65]. Since that time interlocks have been put in
place to protect against this eventuality.

Two areas of concern need to be carefully considered in the design of new machine-protection
system components associated with increased vertical beam size. First, a large increase in vertical beam
size could cause portions of the high-power ID x-ray beam to strike portions of the vacuum chamber
that were not designed to accept ID radiation. Presently the beam-position limits detector (BPLD)
interlock system is designed to prevent ID beams from striking any vacuum chamber component
upstream of the beamline front end. This system assumes a very small beam size (see related discussion
in section [3.4.7.2). In addition, BM radiation could strike the vacuum chamber very close to the source
since the aluminum extrusion exit slot is only 1 cm high for most of the large-aperture chambers.
Generally speaking, heating from ID sources occurs on millisecond time scales, while that from BM
radiation requires seconds to heat the chambers to unacceptable temperatures.
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Careful ray tracing and thermal analyses along the lines of what was done during the APS
design phase [3.5-66] but using modern tools will have to be performed to determine the limits that
must be placed on beam size and to help design a beam-size-limiting machine protection interlock,
should one be deemed necessary. Inside the SPX zone, the beam size will always be large, so thermal
management will need careful study.

The SPX deflecting cavities are sensitive to both beam position and beam tilt, in that offset or
tilted beams will deposit potentially large amounts of power into the cavity electromagnetic fields. It is
likely that these fields can be easily detected with field probes monitoring reverse power on the input
cavity waveguides. This being the case, it may be easiest to use an interlock local to the deflecting
cavities to prevent large beam size outside the SPX zone.

3.5.8.2 Beam Centroid Missteering

If the rf system loses control of the cavities (i.e., the loss of a klystron while a cavity is on
resonance), and the particle beam is vertically misaligned as it passes through a cavity, the beam
generated voltage could result in large field levels inside the cavity and rf power being sent out along
the cavity’s input waveguides [3.5-60]. The beam offset at which the beam generated voltage equals
the expected single SPX cavity operating voltage of 0.5 MV is inversely proportional to the external Q.
For example, at a Qe of 2 x 105, a misalignment up to 1 mm at 150 mA could be tolerated, whereas
at a Qexe of 1 x 10% a misalignment could be allowed up to 2 mm. The misalignment tolerance will
need to be budgeted with anticipated cavity alignment errors and is among the tradeoffs associated with
ultimate choice of Qe (section [3.5.6.5). A fast interlock, either a BPLD or an 1f power detector on
the cavity input waveguides, will be required to protect against this eventuality. (See page [3 — I83| for
related discussion.)

The short-pulse beamline at 7-ID will always have very large vertical angular divergence during
normal SPX operation. Thermal analysis and perhaps a new BPLD interlock system will need to be
implemented to assure the safety of downstream vacuum-chamber components. The impact of a tilted
beam on the beam position monitors used to detect missteering will need to be assessed.

3.5.8.3 Work Remaining

e Complete thermal analysis of new and existing vacuum-chamber components located inside the
SPX zone for normal SPX operation.

e Complete thermal analysis of existing vacuum chamber components located outside the SPX zone
for anomalous SPX operation, considering both ID and BM sources.

e Determine the necessity for and specifications of a global vertical-beam-size interlock. Design the
interlock if needed.
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3.5.9 SPX Beam Diagnostics [U1.03.03.08]
3.5.9.1 Requirements

The short-pulse x-ray source (SPX) presents a new set of beam-diagnostic challenges. Two
ensembles of diagnostics are needed, one set inside the SPX zone between the superconducting
deflecting cavities, and the other set outside of it to assure that SPX operation does not negatively
impact other APS user experiments. As presently envisioned, deflecting cavities will be located within
the insertion device straight sections in Sectors 5 and 7, and beamlines 6-ID and 7-ID will be upgraded
to take advantage of the short x-ray pulses generated.

The goals of the diagnostics within the SPX zone (Sectors 6 and 7) are to:

e Provide transverse and longitudinal beam-centroid coordinates so the electron bunch can be put
through the cryomodules at the right time and at the right place. The rf beam position monitors
are to be used for this task.

e Provide beam-position readbacks at both ends of the 6-ID chamber so that the electron beam
trajectory through the 6-ID straight section can be stabilized, minimizing timing jitter that orbit
changes may cause. Both rf beam position monitors and x-ray beam position monitors (XBPMs)
are to be used.

e Quantify the effect of the deflecting cavities by measuring the beam tilt angle at a location
downstream of the first cryomodule by odd multiples of 7/2 in vertical betatron phase. Rf tilt
monitors and x-ray optical tilt monitors will be used.

e Monitor beam loss patterns associated with SPX operation by expanding our existing beam loss
monitor (BLM) system.

The goals of the diagnostics external to the SPX zone are to:

e Measure the beam arrival time with respect to a phase reference and provide this information to a
real-time data network for use in the low-level rf controls associated with the deflecting cavities
and main rf systems.

e Measure the residual tilt of the electron bunch due to the deflecting cavities. This will require up
to two sensitive tilt monitors at two locations outside the SPX, separated by 90 degrees in vertical
betatron phase.

e Measure the residual emittance increase, mostly in the vertical plane. This will require several
vertical-beam-size monitors around the ring.

e Measure all small residual effects of deflecting cavity operation. This will be accomplished
with narrow-band precision measurements in sector 35, where the measurement will be
synchronized with the modulations of SPX operation parameters, such as rf deflection cavity
voltage and phase. By filtering the measured data in a narrow bandpass filter centered around the
modulation frequency, this experimental method is expected to enhance the signal-to-noise ratio
of measurements.
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Table [3.5-15] lists the beam-diagnostic devices needed to support SPX commissioning and
operation.

Table 3.5-15. Diagnostics Supporting the Short-Pulse X-ray Effort.

Location Parameter Diagnostic No. of Units

Diagnostics within Beam position Rf BPM 6

the SPX zone Longitudinal beam tilt  Optical tilt monitor 2 (ID+BM)
Longitudinal beam tilt  Rf cavity tilt monitor 2
Particle loss Cerenkov detectors TBD

Diagnostics external to Beam arrival time Rf BAT monitor 1

the SPX zone Longitudinal beam tilt High-res. rf cavity tilt monitor 2
Particle loss Cerenkov detectors TBD
Vertical emittance Beam size monitors 3+
Residual effects Sector 35 diagnostic beamlines 2 (ID+BM)

3.5.9.2 Beam Position Monitors within the SPX Zone [U1.03.03.08.01]

Three pairs of low-drift rf BPMs are needed within the SPX zone: upstream and downstream of
the first cryomodule, upstream and downstream of the 6-ID chamber, and upstream and downstream of
the second cryomodule.

Alignment of the particle beam vertically as it passes through the superconducting deflecting
cavities must be done with a high degree of absolute accuracy, less than 100 um peak-to-peak with
respect to the electrical center of the cavities. Vertical offsets drive the cavity deflecting modes,
potentially resulting in large amounts of beam-driven rf power being coupled back out to the rf
generators.

It is expected that space in the straight sections where the cryomodules are located will be
at a premium, so it is planned to use standard pickup electrodes that are normally used for APS
operation, but with improved electronics. In both Sectors 5 and 7, the cryomodules will be bracketed
by an insertion device on one side and a large-aperture standard APS storage ring vacuum chamber
on the other. The 4-mm-diameter capacitive button pickup electrodes mounted on the small-aperture
insertion device vacuum chambers will provide more than adequate long-term stability to meet the
specification, even using existing electronics. For the large-aperture chambers, the geometric position
sensitivity is smaller by up to a factor of 7 in comparison to the insertion device chambers. For this
reason, improved electronics such as the Libera Brilliance / Brilliance+ boxes from Instrumentation
Technologies appear to be a good candidate.

In the 6-ID and 7-ID straight sections, angular jitter in the centroid trajectory through the
straight sections will translate directly into timing jitter for the short-pulse experiments being conducted
on the beamline. While the beam tilt in the center of this straight section should be zero, there will
be detectable tilt at the ends of the straight section where the position monitors likely will be located.
Similarly, near the cryomodules the beam tilt should be relatively small; however, the impact of tilt on
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beam position monitor performance needs to be carefully evaluated, especially for the small-aperture
pickup electrode assemblies.

An objective for the R&D phase is to evaluate the performance of proposed BPM electronics in
the presence of beam tilt for different pickup electrode geometries to be used.

3.5.9.3 Beam Arrival Time Monitor [U1.03.03.08.05]

The arrival time of the particle beam with respect to the deflecting cavity fields is an important
parameter that must be carefully controlled. For this purpose a phase detector that measures the phase
of the particle beam relative to a stable phase reference will be developed. This detector will be located
near the upstream cryomodule in sector 5. To prevent beam tilt from impacting the measurement using
the technique described here, the detector will have to be located just outside of the SPX zone. It will
require access inside the accelerator enclosure to a stable phase reference signal. This beam arrival
time (BAT) detector will ultimately be integrated into the SPX low-level rf control system. While
the differential phase specification between the cryomodules in Sectors 5 and 7 is extremely tight, on
the order of 100s of fs, the BAT detector need only be sensitive to changes in arrival time down to a
fraction of the 30-ps bunch length. For this reason, the phase reference stability should be at the level
of 1 ps or below.

The BAT monitor development will leverage off of the present APS linac phase detection and
stabilization system. The APS linac phase-stabilization system uses phase detectors to measure the
S-band accelerating-structure drive phase relative to the beam arrival phase [3.5-67]. The drive phase
is measured at a high-power directional coupler located at the furthest upstream accelerating structure
and is compared to beam signals from a stripline BPM. Their difference is used in a low-bandwidth
feedback loop implemented with EPICS to control input klystron drive phase [3.5-68]. The phase
detection system operates at 2856 MHz and has a resolution of 0.1 degree (approx. 100 fs). This
diagnostic is used routinely for maintaining optimal performance since it was commissioned in 2005,
significantly enhancing system stability and reliability.

The BAT monitor will be arranged in a fashion similar to that shown in Figure taken
from the present linac phase-stabilization system. The phase-detector system will compare the phase of
a BPM sum signal to a reference phase signal derived from the deflecting cavity low-level rf control
and timing system. The phase detector receiver is composed of a summing network, phase detector, and
control and regulation boards. External to the receiver are power supply, data acquisition, digital I/O
boards, and input filtering components.

The input signals are first fed into matching networks and then into a summing network front-
end board that combines four signals from the BPM button pickup electrodes, summed to minimize
position dependence. The sum together with a reference rf phase signal are then sent to an Analog
Devices AD8302 RF/IF gain and phase detector chip. The AD8302 integrates two closely matched
wideband logarithmic amplifiers, a wideband linear multiplier/phase detector, precision 1.8-V reference,
and analog output scaling circuits. The gain and phase video output signals are then filtered and scaled
to £ 1.0 volts. The AC-coupled input signals can range from -60 dBm to 0 dBm in a 50-ohm system,
and from low frequencies up to 2.7 GHz. The system is capable of bandwidths up to 30 MHz, which
can easily meet our requirements of 1-kHz video output bandwidth.
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Data acquisition will be performed with an eye toward integration into a phase-control feedback
system. An attractive option is to integrate data from sensors of this type into the fast data-distribution
network being developed as part of the real-time closed-orbit feedback system upgrade.
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Figure 3.5-70. APS linac beam phase detector block diagram.

3.5.9.4 Rf Beam Tilt Monitor [U1.03.03.08.03]

The rf tilt monitor has several distinct advantages: (1) It has very high sensitivity to both
transverse beam position and longitudinal tilt. (2) It requires only a small section of space on the
storage ring, which can be fitted as a spool piece between ring vacuum chambers. (3) It can have
sufficient bandwidth to resolve individual bunches in 24-bunch fill mode.

A resonant cavity BPM inherently has the capability of detecting both beam position and
tilt information with very high sensitivity. The tilt signal component is generated in quadrature
with the beam position signal. This signal gives information on the zz or yz correlation within the
beam [3.5-69-3.5-71] and is a result of the finite phase extension of the bunch.

For a bunch that is very short compared to the wavelength of the TM,, dipole mode, a
bunch tilt will not excite the mode when the center of charge passes through the center of the cavity:
the effects of the head and tail will exactly cancel. If instead the bunch has a relatively large phase
extension, there is no longer cancellation since the fields excited by the head will have evolved before
the arrival of the tail.

When used as a BPM, cavity-based monitors of this type have extremely high sensitivity
coupled with absolute accuracy at the level of microns. This level of absolute accuracy is due to the
ability to very accurately machine surfaces with cylindrical symmetry. Recent experience constructing
BPMs of this type for the Stanford Linac Coherent Light Source (LCLS) project have validated this
approach.

The detection electronics will be quite similar to what one would use for a cavity BPM,
with the addition of in-phase/quadrature (I /@) detection. Figure [3.5-71| shows the proposed cavities
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along with detection electronics presently used for the LCLS cavity BPM system. The first upstream
reference cavity, TM,),, monopole mode cavity delivers a si